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There have been many advances in communication circuits since the publica-
tion of the first edition of this book. Yet most of the communication circuit funda-
mentals remain intact. Amplifiers, oscillators, tuned circuits, transformers, mixers,
and power amplifiers are still among the fundamental building blocks of communi-
cation circuits. There is a shift toward the use of more broadband circuitry, but a few
narrowband circuits are still required, particularly in oscillators. It is still not possi-
ble to realize an inductor in an integrated circuit, and inductors remain a necessary
component of many communication circuits. The many new integrated circuits
have markedly expanded the frequency range over which the material in this book
is applicable. While the approach of the first edition has not changed, the second
edition incorporates changes suggested by the advances in technology as well the
tremendous improvements in, and availability of, computer simulation, particularly
SPICE. Computer projects have been added to every chapter.

This book presents fundamental analysis and design techniques for modern
communication circuits covering the frequency range up to several hundred mega-
hertz. The coverage reflects the practice of modern communication systems design
to use integrated circuits, to minimize tuning operations by using broadband cir-
cuits, and to use more field-effect transistors in high-frequency circuits. Much of the
information presented here appears in book form for the first time. Some of it is
original, much of it has been gathered from a diverse literature on communication
electronics, and some has been adapted from early publications on vacuum-tube
electronics. Practical approximations are emphasized rather than theoretical deriva-
tions based on complex circuit models. The approximations provide more insight
into the design process than do lengthy derivations. Computer simulation is fre-
quently used to establish the accuracy of the approximations.

The *book is intended for use as a textbook in senior-level and beginning
graduate-level courses in electrical engineering and as a reference book for practi-
cing engineers. It is assumed that the reader has the basic background in linear tran-
sistor circuit theory obtained from a junior-level electrical engineering course, but
not necessarily in the subjects which are becoming restricted to specialized courses
in high-frequency electronics, such as tuned-circuit analysis. Chapter 2 presents a
review of the necessary electronic circuit background.

A characteristic of almost all realistic communication circuits is that they are
too complex for a complete analysis, and approximations must be made. The
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judicious use of approximations is also required in the design process. A goal of
this book is to illustrate many of the approximations convenient and effective
for the analysis and design of communication circuits. The circuit models are
often incomplete, but more accurate and complex models are usually best treated
with computer-aided analysis methods available to most electrical engineering stu-
dents and electrical engineers. Computer-aided analysis is frequently used in the
examples.

Most, if not all, communication circuits are available as integrated circuits, but
there are several reasons why designers must still be familiar with the discrete cir-
cuit techniques. First, there are many communication systems that cannot yet be
realized in integrated-circuit form, because circuit flexibility is compromised and an
inductor-capacitor tuned circuit cannot be fabricated on a chip. Second, the perfor-
mance of discrete communication circuits is superior. It is necessary for the com-
munication circuit designer to consider the tradeoffs among size, cost, output
power, power consumption, noise, and distortion. Third, even when integrated cir-
cuits are used, a basic understanding of communication circuitry is required. Also,
monolithic power amplifiers create many additional problems, which result in the
complete amplifier’s occupying more space than would be required of a discrete
power amplifier. This book incorporates the impact that integrated circuits are hav-
ing on the design of communication systems. Two chapters are devoted to the
phase-locked loop. The importance of this device in modern systems is largely due
to its realization as an integrated circuit. Phase-locked loop applications are dis-
cussed in Chap. 8, and the analysis of phase-locked loops is presented in detail in
Chap. 9. -

It is not possible to completely cover a subject as broad as communication elec-
tronics in a single text. Much of the methodology presented here is applicable to
communication systems in all frequency ranges, but distributed-parameter circuit
analysis techniques, not covered in this book, are usually more accurate at frequen-
cies above 100 MHz, Digital circuits are playing an increasingly important role in
communication systems. Many applications of digital circuits are described in this
text, but conventional logic circuits are not considered, as the subject is well cov-
ered in many texts.

Chapter 1 presents an introduction to communication circuits and discusses
recent trends in receiver design. Chapter 2 reviews linear small-signal analysis of
bipolar and field-effect transistor amplifiers. Operational amplifiers are included,
since there are now devices available with gain-bandwidth products sufficiently
largg that they cam be used in high-frequency communication circuits. Chapter 3
defines the noise and distortion specifications used to describe communication sys-
tems. The fundamentals of low-noise amplifier design are included in this chapter.
The simple parallel and series tuned circuits still so important in modern communi-
cation systems are discussed in Chap. 4. Methods for analyzing the high-frequency
performance of transistor amplifiers are given in Chap. 5, together with models for
automatic gain control systems. The transformers, which are widely used in modern
communication systems, are discussed in Chap. 6. The transmission-line trans-
former is still a suitable lumped impedance-matching network for the realization of
untuned, broadband, interstage, and output-matching networks. Chapter 7 contains



PREFACE xvii

an in-depth treatment of the analysis and design of high-performance transistor
oscillator circuits, including crystal and voltage-controlled oscillators. Chapter 8 is
devoted to applications of the phase-locked loop, and Chap. 9 to its analysis. The
phase-locked loop is one of the most versatile and widely applied circuits in com-
munication systems. Its availability as an inexpensive integrated circuit implies
that it will continue to find application in virtually all communication systemns. Inte-
grated circuits have also resulted in the design of frequency synthesizers, which
have altered the design of most new communication systems using frequency tun-
ing. The frequency synthesizer has also allowed the practical implementation of
modern communication techniques such as frequency hopping. Chapter 10 provides
a detailed treatment of frequency synthesizers. Methods for frequency shifting,
modulation, and demodulation are discussed in Chap. 11, including methods for
frequency- and phase-shift keying and other methods for handling digital signals.
Chapter 12 discusses the design and analysis of power amplifiers and includes
several curves useful for the design of class C power amplifiers.

The book contains enough material for a two-semester course, provided it is
supplemented with articles from the current literature. Chapters 1, 3 through 8, and
10 have been used for a one-semester course at the University of Florida. Each
chapter contains problems that emphasize particular points; several chapters in-
clude problems that extend the material covered. Component and integrated spec-
ification sheets contained in the appendixes are used in some of the problems.

The writing of the first edition of this book resulted from many discussions with
my friend Dr. Ulrich Rohde, president of Compact Software. Rob Bruckner, now of
Intel Corporation, assisted with the writing of this editjon. The suggestions, correc-
tions, and circuit designs of my students have also markedly improved the quality
of this book.

Jack Smith
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Introduction to Radio
Communication Systems

11
INTRODUCTION

Communication systems transmit information from one place to another by means
of electric energy. The frequency used for the information transmission varies from
the very low frequencies used in direct telephone communication to optical fre-
quencies, also used for telephone communication. This book describes the analysis
and design of electronic circuits used in radio-frequency communication systems
covering the frequency range up through several hundred megahertz. The actual
frequency limit depends upon whether the circuit is realized with discrete compo-
nents or as an integrated circuit. The material is directly applicable to many other
systems, including television and spectrum analyzers where the design of low-
noise, high frequency receivers is of paramount importance. For very high fre-
quency circuits, different circuit models, particularly distributed-parameter circuits,
are more accurate. Low-frequency circuitry is discussed, but the emphasis here is
on the radio-frequency circuits.

The following chapters treat the analysis and design of fundamental circuits of
communication receivers and transmitters. Integrated circuits have simplified the
system design, but the communication systemn designer still needs to be familiar
with many circuit téchniques and the simplifying approximations which apply in
this frequency range. The designer is often faced with a choice between using an
integgated circuit (IC) or a discrete component version of the same circuit. The deci-
sion is based on many factors, including cost, size, power consumption, noise, and
distortion. Chapter 3 presents quantitative criteria for evaluating a circuit’s noise
and distortion performance. The application of integrated circuits in a communica-
tion system requires a knowledge of electronic circuit theory to properly interface
the IC with the rest of the system. We will study the electronic circuits of the vari-
ous subsystems, including oscillators, amplifiers, transformers, modulators, and
demodulators, which make up a communication system. The mathematical analysis
of the many modulation methods is not considered, as it is well described in the
many good texts on communications theory.
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#® 1.2
NETWORK THEORY

This section briefly reviews the concepts of network theory that are applied in the
following chapters. The usual variables in an electronic circuit are the voltages and
currents measured at various points in the circuit. The excitation and response can
be described in the time domain, but determining the response in the time domain
involves the solution of integrodifferential equations and rarely provides insight
into the design process. For linear time-invariant systems, it is usually easier to
obtain the system response using the Laplace transform. The Laplace transform of
the time variable v(z) is

Vis) = foo v(e ™ dt (1.1)
A 2

where s has the dimensions of frequency and is known as the complex-frequency
variable. A linear system transfer function H(s) is defined as
R(s)
H(s) = — 1.2

(%) Vi) (1.2)
where R(s} is the Laplace transform of the response to an excitation V(s). Linear
circuit transfer functions can easily be obtained by interpreting an inductor as hav-
ing a complex impedance sL and a capacitor as having a complex impedance
(sC)~L. The method is illustrated by the following example.

EXAMPLE 1.1. Determine the transfer function V,(s)/V;(s) of the circuit shown in
Fig. 1.1,

Seolution. In this circuit the inductor has been modeled as a complex impedance sL and
the capacitor as a complex impedance (sC)~'. By using the voltage-divider rule of cir-
cuit analysis, we find that the transfer function H(s) is

Vo) R/RsCH1D) R

T Vi(s) ~ R/(RsC+1)+sL  s?RLC+sL+R (1.3)

For simplicity, the excitation and response are often written as V, and V;, res-
pectively, when there is no possibility of confusion.

Another ad\{aritage of describing the system response by the linear transfer
function H (s) is that the frequency response of the network can be obtained by set-
ting ™= jw. That is, if the linear system is stable and time-invariant and the exci-
tation is a sinusoid, the steady-state response (after the transients have decayed to a

H(s)

sL FIGURE 1.1

o IV - _L T A low-pass filter.

R Vo

c T 71
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negligible value) will also be a sinusoid of the same frequency. If
v;(t) = Vsinwt
the steady-state response is

r(¢) = Rsin(ewt + ¢)
where |H{jw)| = % and  arg H{(jo) =¢

EXAMPLE 1.2. Determine the frequency response of the network shown in Fig. 1.1 for
L=05H, C=2Fand R=1%.

Solution. The frequency response is obtained by substituting § = j in the transfer
function. In this case, Eq. (1.3) becomes

Hjw) = [(jo)* + 055w + 117"

The magnitude of the response is the frequency-dependent function

wr 2172 -1
|H (o)l = {[(1 - +(3) ] ]

and the phase shift is also frequency-dependent

-1 05w

arg H(jw) = —tan T

A linear transfer function without ideal delay elements will have the form
A(s)

H6) = 36

(1.4)

where A(s) and B(s) are polynomials in 5. The zeros of A(s) are referred to as
zeros of the transfer function, and the zeros of B(s) are referred to as poles of the
transfer function. The poles are the values of s for which the magnitude of the trans-
fer function is infinite. In order for the transfer function to be stable, all the poles
must lie in the left half of the s plane (the real part of the pole must be negative). The
stability problem is considered in detail in Chap. 9.

EXAMPLE 1.3. Calculate the poles and zeros of the transfer function given in
Bxample 1.2:

Hi{s) = (s +05s + )

Solution, The transfer function has no finite zeros. Since the order of the denominator
polynomial is 2 higher than that of the numerator, the transfer function has two zeros at
infinity. The poles

3.15)1/2
S1,52=—0.25:|:j( )

are located in the left half-plane, The real part of each pole is —0.25, and the imaginary
parts are £5(3.75)/%/2.
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- 13
MODULATION

For a signal to contain information, some feature of the signal must be varied in
accordance with the information to be transmitted. Early radio communications
conveyed information by the presence, or absence, of the signal. This method was
soon surpassed by amplitude modulation of the radio wave by an audio signal. The
amplitude modulation process provides a means of transmitting voice communica-
tions, and its development led to the rapid establishment of the radio broadcasting
industry. 7

Angle modulation is another method of transmitting information widely used in
high-frequency communication systems. An angle-modulated signal is described by
the equation

S(t) = Asin(w,t + ¢)

The amplitude remains constant, and the angie ¢ is varied in response to the mod-
ulating signal. Both phase and frequency modulation can be used. One function of
the receiver is to recover (demodulate) the original from the modulated signal. The
circuitry for implementing the various types of modulation and demodulation is
described in greater detail in Chap. 12. Today digital modulation techniques are
being more frequently employed, particularly in satellite and telephone communi-
cation systems. Digital modulation implies that a parameter of the signal is varied
in response to a digital signal. Amplitude, phase, or frequency modulation can be
varied in response to a digital signal. That is, digital-modulation is an extension of
one or more of the conventional amplitude or angle modulation methods.

Figure 1.2 illustrates a simplified block diagram of a digital single-channel-per-
carrier (SCPC) satellite communications channel. Each voice channel is sampled
and then converted to a digitally encoded signal that modulates a low-frequency
(baseband) carrier signal. The modulated signal uses a different carrier frequency
sufficiently separated so that the signals can be combined without frequency over-
lay. This process is known as frequency multiplexing. The frequency-multiplexed
signal is shifted up in frequency by mixing with a local oscillator signal, then ampli-
fied and transmitted. The transmission ¢hannel contains several voice channels,
This illustration is only one of many possible methods of simultaneously transmit-
ting several data channels. It is the function of the receiver to recover the original
voice channels from the received signal.

>
r

" 14
RECEIVERS

The modulated signal is transmitted to a receiver where the signal is amplified and
the information extracted. It is usually the case that many different signals are
simultaneously present at the receiver input, and it is necessary for the receiver
to be able to select the desired signal. This selection is made on the basis of the
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FIGURE 1.3
Schematic diagram of an
carly regenerative receiver.

Amplifier
and detector

gm

frequency of the incident signals—the receiver’s ability to discriminate between
signals of different frequencies is called receiver selectivity. Other functions of the
receiver are to detect (demodulate) the information contained in the signal and per-
haps to reconstruct and amplify the original waveform, Receivers vary in kind from
telephone, radio, television, radar, and navigation to satellite communications
models. The complexity of each type varies with the complexity of the transmitted
signal, the frequency of operation, and the number and amplitude of the unwanted
signals in the same frequency band. All receivers have the common problems of
selectivity, rejecting input noise, and detecting the desired signal.

The name “radio” originated around 1910 to distinguish receivers that received
voice transmission from the earlier receivers which received only code (pulse
transmission). The first receivers did not have the capability of signal amplifica-
tion, but this deficiency was soon overcome with the invention of the vacoum tube
(triode). The first vacuum-tube circuits did not provide much gain, but E. H. Arm-
strong soon invented the “regenerative receiver,” which used positive feedback
from the output to the input. A simplified schematic of a regenerative receiver is
illustrated in Fig. 1.3. A vacuum tube in the circuit serves as both an amplifier and
a detector. A demodulator which recovers (detects) the modulating signal is known
as a detector. The ac output signal is fed back in phase with the input signal
(regenerated), increasing the loop gain. The regenerative receiver was probably
the first application of electronic feedback; it quickly led to the invention of the
electronic oscillator, since the circuit was susceptible to oscillations. The electron-
ic oscillator greatly improved transmitter design.

The regenerative receiver was soon replaced by the tuned radio-frequency
(TRF) receiver. A block diagram of a typical TRF receiver is illustrated in Fig. 1.4;
it comslsts of three tuned RF amplifiers in cascade followed by a detector and power

Amplifier Amplifier Amplifier Detector
RF>— and and and — and - Audio
filter filter filter amplifier
FIGURE 1.4

Block diagram of an early tuned radio-frequency receiver.
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amplifier. This receiver was hard to operate because of the difficulty of tuning all the
RF amplifiers to the same frequency. The TRF receiver became obsolete with the
invention of the superheterodyne receiver by E. H. Armstrong. The “superhet” elim-
inates the need for tuning all the RF amplifiers to the frequency of the input signal
by shifting the input signal frequency to that of the fixed frequency of the receiver
filter. It is possible to build fixed-frequency filters and amplifiers that are far superi-
or to variable-frequency filters. The superheterodyne principle is still used in virtu-
ally all receivers. It consists of multiplying, or beating (heterodyne is from the
Greek heteros, “other,” and dynamis, “force”), the input signal with a signal gener-
ated in the local oscillator. If a sine wave of frequency w, is multiplied by a sine
wave of frequency w;, the resultant signal consists of the sinusoids of frequencies
w, = wy. That is,

cos (@, — wp)t — cos (w, + wL )t
2

sin w ? sinwypt =

A simplified block diagram of a superheterodyne receiver is shown in Fig. 1.5. In
this type of receiver, the incoming signal is converted to an intermediate frequency
by the first local oscillator and then is reduced to a low-frequency signal by the sec-
ond mixer and low-pass filter, If the input signal consists of a carrier f, and an audio
component £, and the first local oscillator frequency is f,, the output of the first
mixer consists of the two frequencies f. + f, + f, and f. + f; — f». The local
oscillator frequency f, is selected so that one of these frequencies is equal to the
center frequency of the intermediate-frequency (IF) filter ( fig). Since £, is usually
much less than f,, for all practical purposes -

.fa: |fIF_fc| or fo: le""‘fc

in order that the mixer output frequency be at the center of the IF filter bandwidth.

One advantage of this form of detection is that the same high-quality filter can
be used for all input frequencies. The frequency selection is obtained by varying the
local oscillator frequency f,,. The IF filter output fir + f; is then reduced to f; in the
second mixer, which mixes the IF output with the second oscillator frequency
(which is fixed at fir). A problem with this form of detection occurs when there are
a large number of signals of different frequéncies present at the input. Consider, for

.

Lo . Mixer .
. Aniplifier .
RF>-'T and - IF filter Detector  }—=——» Baseband
- filter
Local oscillator
FIGURE 1.5

A superheterodyne receiver.
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example, the receiver designed to select the difference frequency at the output of the
first mixer. That is,

fe=1fo— £ down conversion
or Je=fot fe up conversion.

There exists another signal frequency fuy, referred to as the image frequency, which
when mixed with the local oscillator frequency £, will produce a signal at the IF fre-

quency. If fir = | f, — fcl, then fiy = £, + fip, or
fm=fe—fo=2fw+ [

EXAMPLE 1.4. Consider a receiver with the IF filter centered at 455 kHz. If it is desired
to receive a 1-MHz input signal, the local oscillator is tuned to 1.455 MHz. Then an

image frequency
Sfm=fr+fo o fmu=fo+2fFkr=191MHz

if present at the input, would also pass through the IF filter.

There is no way to separate the desired signal from a signal at the image fre-
quency after they have entered the mixer. The image frequency signal must be
removed before it arrives at the mixer. This can be accomplished by adding an
image suppression filter (called a preselector) before the mixer. For a receiver
designed to cover a band of frequencies, the preselector must be tunable. Tunable
filters tend to be complex and represent a significant portion of the cost of receiver
construction. The majority of receivers do include a preselector.

In Example 1.4, the filter center intermediate frequency was lower than the
input signal frequency, and the input frequency was shifted down to the intermedi-
ate frequency. The intermediate center frequency can also be selected above the
input signal frequency (up conversion). The following example illustrates the ad-
vantages of up conversion.

EXAMPLE 1.5. Consider again the receiver that is designed to cover the frequency
band of 1 to 30 MHz, but which uses an IF filter centered at 40 MHz. For an input
signal frequency f; of 1 MHz, there are two local oscillator frequencies f, (41 and
39 MHz) that will result in a mixer preduct at 40 MHz. If the local oscillator fre-
quency is 41 MHz, the image frequency will be 81 MHz; ang if the local oscillator
frequency is 39 MHz, the image frequency will be 79 MHz. Table 1.1 lists the local
oscillatof frequency and corresponding image frequency for several input frequencies
spanning the frequency band to be covered. Either set of local oscillator frequencies

B TABLE 1.1
Local oscillator frequency and corresponding
image frequency, MHz
A fo Jm £ Jim
1 41 81 39 79
2 42 82 38 78
10 50 90 30 70

30 70 110 10 50
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could be selected, but normally the first set, f,, would be used, since the ratio of the
highest to the lowest frequency, 70 : 41, is lower than that used for f,, which is 39:10.
In the design and construction of variable-frequency oscillators, the ratio of highest to
lowest frequencies is an important factor (the lower the ratio, the simpler the design).

One important feature of the up conversion technique is that all image frequen-
cies lie above the frequency band to be covered. This implies that all image fre-
quencies can be suppressed by adding a low-pass filter to the input (30-MHz band-
width); a tunable bandpass filter is not needed with up conversion. Until recently it
was not possible to use up conversion in this frequency range because high-quality

. bandpass filters were not readily available in the 30- to 50-MHz region; however,
recent improvements in the manufacturing technology now provide for high-
quality crystal filters in this frequency range.

Another advantage of up conversion is that the oscillator-tuning ratio fmax/ fmin
is less than that for down conversion. If a down conversion receiver with a 455-kHz
IF is used to cover the same frequency band, the local oscillator frequency will need
to vary from fi, = 1.455 MHZ to fix = 30.455 MHz, a tuning range of 20.93:1.

A Modern Communications Receiver

A block diagram of the high-frequency section of a modern radio receiver is essen-
tially the same as that of the superheterodyne receiver illustrated in Fig. 1.5, but the
circuits differ from the earlier models. One difference is that up conversion is often
used in high-quality receivers so that the input filter can remain a relatively simple
low-pass filter that need not be tuned. Whether an amplifier is required before the
mixer depends on the particular application and the receiver specifications. It will
be shown in Chap. 3 that the absence of this amplifier can actually improve receiv-
er performance in many applications.

Modern receivers differ from older receivers in many ways. A main difference
is the frequency synthesizer used to generate the frequencies needed from the
variable-frequency oscillator. The frequency synthesizer is capable of generating a
large number of relatively precise frequencies from a single reference frequency.
Although the receiver does contain at leasttwo oscillators, it has less frequency drift
and noise than the older, conventional variable-frequency oscillators. Today the out-
put frequency of frequency synthesizers can be precisely controlled using digital
circuitry. This makes possible the microprocessor control of radio receivers and
spectrum analyzers. Frequency synthesizers are described in detail in Chap. 10.
Since most synthesizers now incorporate a phase-locked loop, a thorough under-
standing of phase-locked loop characteristics is important for frequency synthesiz-
er design. This information is presented in Chaps. 8 and 9.

Direct Conversion Receivers

An immediate extension of the superheterodyne receiver is the direct conversion
receiver in which the IF section is eliminated by converting the input signal directly
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Mixer

LPF = Detector

Preamplifier

Local oscillator

FIGURE 1.6
A phase-coherent direct conversion receiver.

to direct current baseband. Such a receiver is shown in Fig, 1.6. The local oscillator
is set at the same frequency as the input carrier frequency. The mixer output then
contains the baseband signal and a signal at twice the carrier frequency. The higher-
frequency signal is then removed with a low-pass filter. An advantage of the direct
conversion receiver is that it is much easier to build a low-pass filter than a narrow-
band intermediate-frequency filter. Narrowband IF filters require more components
and consume more power than do low-pass filters, The elimination of the interme-
diate frequency results in the direct conversion receiver’s frequently being referred
to as a zero IF or ZIFF receiver. One of the problems limiting the application of
direct conversion receivers is local oscillator drift. And dc offsets are another prob-
lem. A problem for direct conversion receivers is local oscillator leakage back into
the input stage from which it again mixes with the local oscillator output, creating
an erroneous dc output. These problems are being reduced with improvements in
modern components, and the direct conversion receiver is finding application in
many battery-operated systems.

A major problem with the direct conversion method is created by the phase
uncertainty © between the received signal and the local oscillator. (The phase dif-
ference is known in coherent detection schemes, but this requires some means of
alerting the receiver of this phase difference.) If a constant-amplitude signal is sent,
the dc component at the mixer output will be K cos @, where 6 is the phase differ-
ence. This phase difference creates an error in the estimation of the input waveform
amplitude. If the local oscillator is in phase synchronization with the input signal,
the receiver is known.as a homodyne receiver.

Pigure 1.7 shows a modern direct conversion receiver used for the more com-
mon application in which the local oscillator is not phase-synchronized to the
input signal. The phase uncertainty problem is solved by using an in-phase and a
quadrature channel created by using the local oscillator signal and the local oscil-
lator signal shifted by 90°. The outputs of the two quadrature channels are then
combined to recover the input signal (another problem). This topology is rather
easily implemented in integrated circuits, and the ZIFF receiver is being used in
many battery-operated applications, particularly those using some variant of digi-
tal modulation such as QPSK. The integrated-circuit realization minimizes the
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© Preselector Mixer
> LPF -
Preamplifier b
Local oscillator
- law
4
90°
LPF —
Mixer
ZIFF Receiver
FIGURE 1.7

A modern direct conversion receiver.

problems associated with amplitnde and phase imbalances between the two re-
ceiver sections. It is relatively easy to build such a phase shifter at a particular fre-
quency, but most receivers must cover a band of frequencies. It is difficult to real-
ize a 90° phase shifter over a wide bandwidth. An osgillator that does generate the
in-phase and quadrature components of the oscillator signal is referred to as a
quadrature oscillator. Quadrature oscillators are an important topic in contempo-
rary receiver research and development. Any components of the ZIFF receiver,
particularly the sections after the mixers, are easily implemented using a digital
signal processor. A digital receiver usually refers not to a receiver of digital sig-
nals, but to one in which a significant part of the reception and signal exiraction is
done digitally.

There is no image frequency in the direct conversion receiver, and this is per-
haps the major advantage of this receiver topology. AM receivers have an interme-
diate frequency of 455 kHz; broadcast FM uses a frequency of 10.7 MHz. This
intermediate frequency is selected so that the image frequencies lie outside the
broadcast band; NTSC television uses a 43.5-MHz intermediate frequency, and
analog celtular telephones use a 90-MHz intermediate frequency.

An Integrated-Circuit FM Receiver

Integrated-circuit technology has made it possible to design a radio with a minimum
of external components. Figure 1.8 contains a simplified block diagram of the Sie-
mans 5469, a high-frequency integrated circuit with a high level of system integra-
tion for M communication. This bipolar device contains a complete FM receiver
for input frequencies up to 50 MHz. The device includes (1) an RF input amplifier,
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Mixer
m IF amplifier
RF amplifier and #  Demodulator
limiter
Osciltator AF amplifier
FIGURE 1.8

Block diagram of an integrated-circuit FM receiver.

(2) an oscillator, (3) a mixer, (4) an intermediate-frequency (IF) amplifier and lim-
iter, (5) a coincidence demodulator, and (6) audio-frequency (AF) amplifiers with
mute and volume control.

A complete FM system can be constructed with this one integrated circuit plus
a crystal, a minimum of two inductors, and several resistors and capacitors used for
frequency trimming and gain adjustment. The external resistors and capacitors pro-
vide the circuit with additional flexibility. Although the resistors and capacitors
could be included in the IC, an inductor-capacitor tuned circuit cannot be fabricat-
ed in an IC chip; so a complete, self-contained IC receiyer or transceiver (combined
transceiver and receiver) is not possible with the current IC technology.

W15
TRANSMITTERS

The transmitter modulates the information to be communicated onto a carrier,
amplifies the waveform to the desired power level, and delivers it to the transmit-
ting antenna. The elements of a transmitter are illustrated in Fig. 1.9. The transmit-
ter includes a radio-frequency oscillator that is modulated by the message signal.
The modulated signal is then multiplied in frequency up to the desired transmitting
frequency and is amplified to the desired power level in the power amplifier. The
first radio transmitters worked by charging two electrodes separated by a gap. When
the cha'rge became sufficiently large, a spark was created across the gap and electric
energy was radiated. However, the spark-gap transmitter was slow, and it was diffi-
cult to accurately control the waveform and frequency of oscillation. The spark-gap
transmitter became obsolete with the development of the electronic oscillator and
vacuum tubes that could handle large amounts of power.

The transmitter topology illustrated in Fig. 1.9 is only one of many types. The
modulation can actually take place in the power amplifier. Transmitter topology
depends on the type of modulation used and the necessary power level. Narrowband
transmitters usually employ pulse, amplitude, or frequency modulation. Wideband
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o] Moduiator , Frequency . Power
multipliers amplifier

Oscillator

FIGURE 1.9
Block diagram of a transmitter.

transmitters use single-sided or multimode modulation and are used for long-range
military, marine, aircraft, and amateur communications. Many transmitters and
receiver circuits are similar; both require low-noise amplifiers and oscillators.
Receivers are designed for the minimum detectable signal, while output power is
of prime importance in the transmission of signals. The RF power amplifier is
described in Chap. 11.

m 16
PROBLEMS

1.1 Determine the transfer function V,(s}/I(s) of the circuit shown in Fig. P1.1.

] - FIGURE P1.1
J' A bandpass filter.

I L TC R, ¥V

1.2 Calculate the poles and zeros of the circuit in Fig. P1.1 for L=1H, C =15 F, and
R=1Q." -

1.3 A receiver is to be designed to cover the frequencies of 20 to 40 MHz using an IF filter
centered at 10 MHz. Specify two different local oscillator frequencies for each input
frequency, and determine the corresponding image frequency for each input frequency.

1.4 Select the local oscillator frequencies and specify the preselector frequency response for
an up conversion receiver covering the 2- to 30-MHz frequency range. The center fre-
quency of the IF filter is 50 MHz.

1.5 Figure P1.5 illustrates a direct conversion receiver in which the input signal is con-
verted directly to an audio signal. Specify the local oscillator frequencies and the




14 CHAPTER 1: Introduction to Radio Communication Systems

. corresponding image frequencies for a direct conversion receiver covering the 2- to
30-MHz range,

Amplifier
RP>— and To baseband
filter

Local oscillator

FIGURE P1.5
A direct conversion receiver.

1.6 The double-conversion receiver in Fig. P1.6 employs two IF filters. Specify the
required local oscillator frequencies (f; and f,) for a receiver covering the 2- to
30-MHz range. The center frequency of the first IF filter is 50 MHz, and that of the
second IF filter is 10 MHz,

Amplifier IF filter IS]:‘.;'?I?;
R.F‘>— and and and bw| Detector |—a- Baseband
filter amplifier amplifier

Local oscillator f; Local oscillator f,

FIGURE P1.6

1.7 NTSC television uses a 4]1.25-MHz intermediate frequency for the sound carrier and
45.75 MHz for; the picture carrier. The local oscillator operates at 45.75 MHz above
the desired incoming picture frequency. The VHF band has channels 2 to 6 covering
54 to 88 MHz and channels 7 to 13 covering 174 to 216 MHz. Determine the local

»dscillator frequency and image frequency for each VHF channel. The bandwidth of
each channel is 6 MHz.

*1.8 For the circuit shown in Fig. 1.1 plot the input impedance and voltage transfer func-
tion as a function of frequency for L = 10 mH, C = 0.01 uF, and R = 1 k2, What
is the circuit’s —3-dB bandwidth? Determine the circuit’s rise time and peak over-
sheot to a unit step input of voltage.

*Problems with an asterisk are intended for solution using computer simulation (SPICE or PSPICE).
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Small-Signal Amplifiers
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INTRODUCTION

Most amplifiers used in communications circuifs can be considered small-signal
amplifiers. These are amplifiers in which the input and output signals are sufficiently
small so that the amplifier performance is described with linear equations. In this
chapter we first discuss the low-frequency small-signal models for bipolar and field-
effect transistor (FET) amplifiers. The hybrid-7 model is used to describe the
bipolar transistor since it is the easiest to analyze. It will be shown that the same
small-signal model can be used for the FET. (It will be shown in Chap. 5 that this
model can be readily extended for the evaluation of high-frequency amplifier per-
formance.) The importance of push-pull and operational amplifiers will be outlined
here, as will the importance of the versatile differential amplifier used in the major-
ity of linear integrated circuits. Operational-amplifier circuits will be discussed, and
we will look at recent advances in integrated-circuit fabrication that have extended
the gain-bandwidth product (a term defined in this chapter) of the operational ampli-
fier to the extent that operational amplifiers now find many applications in high-
frequency circuits.

.22

BIPOLAR TRANSISTOR AMPLIFIERS

Equivalent Circuits

In the hybrid- 7 low-frequency equivalent circuit for the bipolar transistor (Fig. 2.1),
terminal b’ represents the base junction and b, the base terminal. The resistor ry

connected between these two terminals is usually considered a constant in the range
of 10 to 50LQ. The resistor 7, is the base-emitter junction resistance and is usually

16
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FIGURE 2.1
A small-signal, midfrequency equivalent-circuit model of a
bipolar transistor.

much larger than r;. A useful estimate of r; is given by the expression !
kT B 0.026p
g Ic Ic
where 8 = transistor base-to-collector current gain
Ic = dc bias in collector
g = charge on an electron

k = Boltzmann’s constant
T = the temperature

At room temperature T == 290K, and kT /g = 0.026 V. The base-emitter resis-
tance r, is inversely proportional to the collector bias current.

2.1

Fp =

EXAMPLE 2.1. A 2N3904 transistor has a current gain 8 of 100 and is biased so that
the quiescent collector current is 107> A, What is the transistor base-emitter resistance?

Solution. From Eq. (2.1)

_ 0.026(100)
="

The collector-to-emitter resistance r, and the collector-to-base resistance r,
are also inversely proportional to the collector direct current. A typical value for r,
is 15 k. And r, is a large resistance, on the order of megohms, used to model
basewidth modulation effects in the transistor. Here 7, is assumed to be an open cir-
cuit in all cases considered in this text. (It is of considerable importance in high-
voltage—gam amplifiers with very large values of load impedance, but these appli-
cations, are not normally found in high-frequency circuits.)

The transistor transconductance g, is determined from the formula

= 2600 Q

gnlx = P (2.2)
qlc
w = — == 401, 23
or 8 T Ol 2.3)

The transconductance g, is directly proportional to the collector direct current.
Although the circuit appears rather complicated, under most conditions the resis-
tor r} can also be neglected. The equivalent circuit is then as shown in Fig. 2.2. The
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FIGURE 2.2
A simplified small-signal, midfrequency equivalent-circuit
meodel of a bipolar transistor,

model now consists of three independent parameters g,,, 7., and r,. And &mand ry
are determined by the collector direct current and the current gain S of the transistor.

Common-Emitter Amplifier

In order to analyze the smail-signal behavior of a linear amplifier such as the
common-emitter amplifier illustrated in Fig. 2.3q, the transistor is replaced by
the small-signal model, and the complete equivalent circuit becomes as shown in
Fig. 2.3b. If the coupling capacitor is assumed to be a short circuit, the base volt-
age V is given by

R
= V; 24
R+ R, (2.4)
where R is the equivalent resistance of R;, R,, and r; connected in parallel, or
R Ryr
1020y (2 5)

T RiRy+ 1R+ 1R,
The output voltage is given as
_ —gm R,V _ —8mRrr, RV,
’ ro+RL ra+RL R+Rs
and the midfrequency voltage gain is given as
V, —g.Rir. R
A, =2 = 8L o))
. ‘/J L + RL R + Rs
The phase shift of the midfrequency voltage gain of the common-emitter amplifier
is 180°, The input impedance of the amplifier is by definition
Fd B AV‘_
N
An increment of voltage is applied, and the change in input current is measured
(assuming that all other independent sources remain constant) as shown in Fig. 2.4.
In this figure, the source resistance is not included in determining the input imped-
ance of the amplifier. For this circuit

(2.6)

(2.8)

Rler,,
Z,‘ = Ri = 2,9
RiRy + Rirs + Ror, 29)
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FIGURE 2.3
(@} A common-emitter amplifier; (b) small-signal, midfrequency equiva-
lent circuit of the amplifier of Fig. 2.3a.
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FIGURE 2.4

The input impedance of the amplifier circuit is defined as V/I.
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Since r, depends on the bias direct current, the input impedance will depend on it
also. The current gain is the load current ; divided by the input current, or

L Vo /R R H+R
"L Vi/(R+RY) Ry

The current gain from the base to the output is — 8, provided that r, > R;. The
midfrequency current gain also has a 180° phase shift.

Amplifier output impedance is determined by applying a voltage across the out-
put terminals and measuring the change in the output current (with all other inde-
pendent sources held constant). This is the Thévenin equivalent impedance seen by
the load impedance: '

Ay (2.10)

AV,

Z, = 2.
AL .11)
The load resistance is usually excluded from the definition, so
Zo=r, (212)

for the common-emitter amplifier,

Common-Base Amplifier

The same small-signal equivalent circuit can also be used for the common-base and
common-collector amplifiers. Figure 2.5a shows a common-base amplifier, and
Fig. 2.5b shows the midfrequency small-signal circuit. The direction of the depen-
dent current source is now from emitter to collector, since the dependent voltage V

~
b
as

(@) ]

FIGURE 2.5
(@) A common-base amplifier; (b) a small-signal, midfrequency equivalent circuit of the
common-base amplifier.
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has been taken from emitter to base rather than from base to emitter. Since the sum
of the currents leaving the emitter junction is zeto,

v-V¥ VvV V-V

— YV =0 .

R + - + ” +g (2.13)
V - V Va

Also St gn,V=-" (2.14)
ro RL

If the dependent voltage V is eliminated from these two equations, we obtain an
expression for the voltage gain of the common-base amplifier. This equation is
rather complicated, and usually little accuracy is sacrificed by assuming that 7, is
large compared with R;, r;, and Ry. The voltage gain is then

ngerr _ ﬁRL
Ry +r, + gmBsrn r=+ R,(1+8)

(Note that there is no phase inversion in the voltage gain of the common-base
amplifier.) If the source impedance is small, r, 3> R;(1 + B), the magnitude of the
voltage gain will be the same as that of the common-emitter amplifier.

The input impedance of the common-base amplifier is determined using the
simplified circuit of Fig. 2.6. Since

Vo
A, = v, = (2.15)

Vi
fi=—+gnVi (2.16)

m

[ T 1

2

=1+3mr7r=1+ﬁ 8m

then Z; 2.17)

The input impedance of the common-base amplifier is smaller than that of the
common-emitter amplifier. Since it is inversely proportional to g, it is inversely

proportional to the collector direct current. This property is found useful in setting
the amplifier impedance to a desired level for impedance matching. Also, since

I =gnVi = gmli Z; (2.18)
the current gain is
ml'n B
P = ~ 2.19
"l gars 148 219
I EmV FIGURE 2.6
— /\ The input impedance of this common-base ampli-
— . . P
\_/ fier equivalent circuits is Vi /L.
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a FIGURE 2.7
VVV A simplified circuit model for calculat-
; ing the output impedance of the
2 common-bas lifier.
E C__\ -— ase amplifier.
\_/~ ¢
&V

which is slightly less than 1. The output impedance can be determined from the two
node equations (see Fig. 2.7)

V-V,
~l=gnV +— (2.20)
vV V-V
and —+ 42,V =0 (2.21)
R ro
rx R
h R=—=— 2.22
where Py ( )
Therefore, the output impedance is B
Zy=ro+ R+ gnro) (2.23)

which is larger than that of the common-emitter amplifier.

EXAMPLE 2.2. Calculate the midband voltage gain, the current gain, and the input
impedance of the common-base amplifier shown in Fig. 2.8. The collector bias current
is 1073 A, and the transistor § = 100.

Solution. The small-signal, midfrequency model is shown in Fig. 2.9. The collector-
emitter resistance is assumed to be infinite. Since I = 1 mA,

8m = 40Ic = 40 x 10738

" C FIGURE 2.8
) l[ \- f © A common-base amplifier
o0 4 kid
820 k v,
3kQ
Vi " I1
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y Q . FIGURE29 _
\_/ A small-signal equivalent cir-
P cuit of the amplifier illustrated
soQ in Fig. 2.8.
[
§ 3k é r 4kn
¥
= = - —— l
_B_
and re=— =2500%
Em
Therefore, from Eq. (2.15), the voltage gain is given by
1004 ?
(4 x 199 52.98

Y= 35 % 10° + 50(101)
and the current gain is {using Eq. (2.19)]

100
A = — =099
10

The input impedance is calculated using Eq. (2.17):

Z; ~ *1— =25¢ =

The common-base amplifier has a voltage gain, but the current gain is less than
unity. This amplifier is used in applications in which it is desired to build a non-
inverting amplifier or an amplifier with a low-input or a high-output impedance. It
does have much better high-frequency response than the common-emitter amplifier
and is often used in high-frequency circuits. An application of this amplifier is
described in the section on multistage amplifiers, and additional examples are pro-
vided in Chap. 5.

Emitter-Follower

The cammon-collector amplifier, better known as an emitter-follower, has various
applications. It will be shown that this amplifier has a noninverting voltage gain of
less than 1, and a current gain approximately equal to the B of the transistor used.
Although it has a voltage gain less than 1, it can be combined with another amplifi-
er stage, such as a common-emitter stage, to realize a greater combined voltage gain
than could be achieved from the use of a common-emitter stage alone. This is par-
ticularly useful when a low-impedance load is used.

An emitter-follower amplifier is illustrated in Fig. 2.10, and the small-signal,
midfrequency equivalent circuit is given in Fig. 2.11. It is normally the case that
the base-biasing resistor R;, is much larger than the source resistance R; and can
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FIGURE 2.10
R, An emitter-follower
C (common-collector
amplifier),
R, g Vee
4] R, Yo
FIGURE 2.11

A small-signal equivalent cir-
cuit of the emitter-follower
illustrated in Fig, 2.10,

&
| == 4
o
£
-
o

~

A AAY
)
+

2
-]

therefore be neglected. If this is the case, the equivalent circuit is as shown in
Fig. 2.12. The voltage gain is determined from three equations: :

Vi= LR +r)+ V, (2.24)
V=1Iry (2.25)
and V, = (s + gnV) 2Rt (2.26)
r.+ R,
If V and /; are eliminated, the voltage gain is found to be
A, = Vo _ (1 + BYroRi/(ro + R1)] @.27)

Vi " Retre+ L+ B)roRL/(ro + RO

The voltage gain is ﬁoninveﬂing (positive) and less than 1. As R, increases, the
gain ap;roaches I. The emitter-follower input impedance can be found from
Egs. (2:24) and (2.27) by eliminating V, and setting R; = 0. The input impedance is

(1 + ﬁ)raRL

Z:'=
r7f+ rﬂ+RL

(2.28)
If r, is very large, Z; ~ r, + (1 + B)R,.

The input impedance of the emitter-follower is the largest of the three transistor
amplifier configurations. Actually, it is the same as that of the common-emitter ampli-
fier if the same value of emitter resistance is used for both, but the additional resis-
tance used for the common-emitter amplifier will create additional power dissipation.
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FIGURE 2.12
A simplified small-signal
equivalent circuit of the
emitter-follower.
IO
ellf—
—0
o RL V;.
0

The output impedance is determined by applying a voltage to the output ter-
minals and measuring the current I,. The output current is determined from the
equation

I,=—+gn Vo + (2.29)

The output impedance is

v, rolrs + R)
Z,= — = 2.30,
I, e+ R + rﬂ(l + ﬂ) ¢ @)
r: + R;
Z,o~x — 2.
Then o T3 8 . (2.30b)

The output impedance of the emitter-follower is the lowest of the three transis-
tor amplifier configurations. Low output impedance is a requirement in many
amplifier applications. The emitter-follower is used when a low output impedance
is needed.

The emitter-follower current gain is

fo_ i _Vo/R _VoR +7,

; = = 2.31
I; L Vi R @51
and by using Eqs. (2.27) and (2.28), the current gain is found to be
4 = dtenrdn g (2.32)

ro+RL

Although the emitter-follower has a voltage gain less than 1, it has a large current
gain, It is also frequently used as a power amplifier for low-impedance loads.

EXAMPLE 2.3. Calculate the power gain of the common-collector amplifier shown in
Fig. 2.13a. The transistor is a 2N5901 with g = 40. The transistor output impedance is
large and can be neglected. The collector direct current is 40 mA.

Solution. The small-signal, midfrequency equivalent circuit is shown in Fig. 2.13b
( r, has been neglected). Since the 100-©2 resistor, which is used for biasing, is in serics
with the dependent current source, it has no effect on the output signal. The collector
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FIGURE 2,13
(¢} An emitter-follower; (b) a
10001 simplified equivalent circuit
2.1k2. of the emitter-follower.
1 =uv
—0 ¥,

4
v 2260 EnV
é&l kQ gloon
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bias current Ic = 40 x 1073, and r, is [Eq. (2.1)]

r,,~~4z(-)-ﬂ=2652

The voltage gain is [using Eq. (2.27) and neglecting the 9.1-k £ bias resistor]

_ BRL . _ 40¢50)
T Ry+r-+(+ R, 50+ 26+ 41(50)

The current gain is [Eq. (2.31)]

A, = 0.94

; ' A~ B+1=41

”

The input and load impedances are real, so the voltages and currents are in phase and
the power gain is

A, = A;A, = 38.54
The amplifier output impedance as seen by the 50-  resistor is

_26+50
T

Zs =1.85Q
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| 23
FIELD-EFFECT TRANSISTOR AMPLIFIERS

Equivalent Circuits

Symbolic representations of three types of field-effect transistors (FETs) are given
in Fig. 2.14. Figure 2.14a illustrates a JFET (junction field-effect transistor). The
off-center location of the arrow is used if the drain-to-source channel of the partic-
ular device is asymmetric so that the drain and source cannot be interchanged.
Many JFETs do have a symmetric channel. A depletion-type MOSFET (insulated-
gate FET) is illustrated in Fig. 2.14b, and an enhancement-type MOSFET is illus-
trated in Fig. 2.14c. The additional terminal U refers to the substrate (body) of the
device and is usually connected to the source. If the gate arrow points toward
the device, it is an n-channel device, while in p-channel FETs the arrow points out.
The important signals are the gate, source, and drain currents (I, I, and Iy, respec-
tively); the gate-to-source voltage V,,; and the drain-to-source voltage Vy,. The
small-signal, midfrequency model of this device (ignoring the dc components) is
shown in Fig. 2.15.

For all practical purposes, the input impedance of an FET is so large that the
input can be considered an open circuit in the midfrequency range, and the gate
current /, = 0. The small-signal model then consists only of a voltage-dependent
current source whose value is proportional to the difference between the gate and

uf T
T GO_LL

@ : )]

oD
ot |-...... .
[
G —

Os

©

FIGURE 2.14
Circuit models for field-effect transistors: (a) a JFET; (b) a depletion-type
MOSFET: (¢) an enhancement-type MOSFET.
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—0D FIGURE 2.15
A small-signal low-frequency equiv-
§ alent circuit for a field-effect
e

—_0G EmVes transistor.

0§

source small-signal voltages and a drain-to-source resistance r;. The same model is
used for both junction and insulated-gate FETs. Only the relation between g,, and
the dc biasing varies for the different devices. By definition, the transistor’s trans-
conductance relates the change in drain current to the change in gate-to-source volt-
age. That is,

dl,
m = 2.33
g av, (2.33)
For JFETs it is really shown that
I, \2
8m = Emo (—) (2.349)
Ipss

where gy, is the transconductance when gate-to-source bias voltage is zero.? I is
the drain direct current, and I is the drain current when the gate-to-source volt-
age is zero. The transconductance g,, is often referred to by the y parameter symbol
Y75 on data sheets. For an MOS transistor, g, is given by

Ip 172
Em = Bmr (—) (2.35)

Ipr

where g,z is the transconductance at some specified drain bias current Ipg. In both
transistor types, the drain current varies proportionally to the square root of the bias
direct current.

Common-Source Amplifier

The commen-sourte amplifier is similar to the common-emitter amplifier. The mid-
frequency equivalent circuit of the common-source amplifier shown in Fig. 2.16a is
giverrin Fig. 2.16b. Normally R, >> R, so V; = V,. The dependent current source
&m Vs depends on both the gate and the source voltages The gate voltage is known
(V; = V}), but the source voltage must be determined from the following equa-
tions:

Va_Vs
Ly

Vo
+ =+ 8m Vg.r =0 (2.36)
Ry

and

V.s s — Yo
Yo Yoo ¥o v, 237)

R+ ra



2.3 Field-Effect Transistor Amplifiers 29

Vee FIGURE 2.16
(a) A common-source
amplifier; (b} an equivalent
Ry circuit for the common-
source amplifier.

c
¥l -
71 >
R R,

3"

v, —
{a)
e} V.!' O
V.
Ta
R
gmvgs
3 gn
V; R, -
(b)
The source voltage, in terms of the output voltage, is
~VoR
Vo =—2— 2.38
R 238)
and the voltage gain is
© 1 _‘fg ' —gmRiry

= 2.39
Vi RL+rd+Rs(1+gmrd) ( )

If the transistor output resistance ry; is much larger than R; and R;, as it nor-
mally will be, the voltage-gain expression simplifies to

Va _ngL
L= 2 2.40
Vi T T+ R, (2:40)
and if g R, > 1,
Va _RL
L 241
7 R, (241)
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The common-source amplifier with a source resistance can be used to design an in-
verting amplifier whose gain is independent of the transistor (provided g, R, >> 1.
This is a particularly valuable design procedure since it eliminates the costly pro-
cess of having to carefully select a transistor.

Since the input impedance of the amplifier is very large, the current gain is also
very large (for practical purposes, it is infinite). If R; = 0, the output impedance is
given by

Zo=r4 (2.42)
It is left as an exercise to calculate the output impedance for a nonzero R;.

EXAMPLE 2.4. Figure 2.17a contains an FET amplifier, and Fig. 2.17b is the small-
signal, midfrequency equivalent-circuit model. The coupling and bypass capacitors are
assumed to act as short circuits in this frequency range. The manufacturer’s data sheet
for the 2N5486 gives the following minimum parameter values for Vps = 15 V:
Ipss = 8 mA, gp, =4 x 1072 S, and r; = 13 k2. And R, is selected so that the
amplifier is biased with Jp =2.0 mA. What is the midband voltage gain of the
amplifier?

Solution. From the equivalent circuit we see that
105

VeV —V,
T TI0P 4+ 5 x 108

2IN5486 20

s‘_—_|_
Vil 1Ma

R, T < T 15V
@
SkQ .
G o
V; 1 M0 g 13kQ § 2k0 Vo
Vs
s
O
(L]
FIGURE 2.17

(a) A common-source amplifier; {(b) an equivalent circuit for the
amplifier shown in (a).
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Since the source is grounded, V; = 0 and
Vgs = Vg - Vs = VI:
The equivalent load resistance is

_ 2KQ x 13k

R,="X %
2k + 13 k2

=173k
and the output voltage is
Vo= —guVes Ry = —gm ViR
To determine the voltage gain, the transconductance must first be determined. From Eq.
(2.34) the transconductance is
2\ /2
gm =4 x 1073 (g) =2x1073§

Therefore, the voltage gain is

Vs
— = —g.R, =-3.46
Vi Em iy,

Source-Follower

The same equivalent circuit is used for the FET whether it is used in the common-
source, common-gate, or common-drain configuration. Figure 2.18a illustrates a
common-drain or source-follower circuit, and the small-signal, midfrequency equi-
valent circuit is given in Fig. 2.18b. If, as will usually be the case, R, > R;, then

V,=V,
and Ve = Vi = V, (2.43)
raRy
Al o — 8mVes T 8
50 Vo =gnV; TR (2.44)
<o that A, = Vo gmlraRi/(ra + Ry)] (2.45)

‘ Vi 14 galraRe/(ra+ R1)]
which is a noninverting voltage gain less than 1. Another important parameter of
this amplifier is the output impedance Z,. By definition, from Eq. (2.11).

_ AV,
VA

with all over independent voltage and current sources held constant. For this ampli-
fier, the output impedance can be determined by calculating the response I, to a
voltage V,,, as illustrated in Fig. 2.19. Since V, =0, V;, = -V, and

Vo
I, = Em Vot — (2.46)
¥y



32 CHAPTER 2: Small-Signal Amplifiers

>V FIGURE 2.18
' (a) A MOSFET source-follower;

Ry (k) a Jow-frequency equivalent
| circuit of the amplifier shown in ().
L _
1T
s¢—o0
RS
VO
7 Re
@
RS
V,.
u. FIGURE 2.19
A simplified equivalent circuit for
R R . measuring the output impedance of a
: ' ¢ I,  source-follower.
BmVes -—
O+
— Vo
The oytput impedance is then
rq
=—= (2.47)
° 1 + BmTd

The output impedance of the source-follower, like that of the emitter-follower,
is much smaller than those of the other two FET amplifier configurations. This is the
principal reason for using this amplifier configuration.

EXAMPLE 2.5. The circuit shown in Fig. 2.20 is used as an active antenna. Calculate

the voltage gain for a 1-MHz input signal. The transconductance g, = 60 x 1073 S.
The antenna source impedance is 50 §2.



2.3 Field-Effect Transistor Amplifiers 33

Plz v FIGURE 2.20
A source-follower used as an active antenna.

100 kQ

Solution. The midfrequency small-signal equivalent circuit for this amplifier is shown
in Fig. 2.21. Since the source resistance is much smaller than the parallel combination
of the two bias resistors shunting the gate, the gate voltage is

T
5

100 k0

V.=V
and V,g.v =Vi-V
A typical value for ryis 2.5 k2, in which case the output impedance is

ra 25x10°

= =166
1+ gmre 1+6002.5

If the 200~ load is considered part of the amplifier, then the output impedance of the
active antenna is

_200(16.6) _
Za -_— """'2'_1'6T —_ 15-3 Q

The voltage gain is found from Eq. (2.45) to be
(60 x. 107%)(185)

A= 1+ (60 x 10-3)(185) 0.92
12 FIGURE 2.21
l A small-signal equivalent
— circuit of the source-
Ry @ y & follower shown in
Bm"gs Fig. 2.20.
-

§50kﬂ
VO
i 200 0 _T_
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Common-Gate Amplifier

The common-gate amplifier is often used in high-frequency applications. It will be
shown in Chap. 5 that its bandwidth is much greater than that of the common-source
amplifier. Another reason for its use is that the circuit configuration offers low input
impedance, which is convenient for matching to transmission lines and other low-
impedance sources. The basic circuit configuration is shown in Fig. 2.224, and the
small-signal, midfrequency equivalent circuit is given in Fig. 2.22b. Since the gate
is grounded,

Vg_y = _Vr (2.48)

and the circuit can be redrawn as in Fig. 2.22¢. If the currents are summed at the out-
put node so that

Va Vﬂ - ‘/x
-2 —gnV: =0 (2.49)
RL rqd
g
ik ©
R T R &nVs
§RL = § R
v ¥
Il i -
(@)
fa
| & l
- R Vs
Ry
4
©
FIGURE 2,22

(a) A common-gate amplifier; (&) a simplified equivalent circuit for the common-gate
amplifier; (¢) another amplified circuit for the same ampilifier.
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we find that
Vs Rp(1+ gmrd)
—_——-— 2.50
V_, rd + RL ( )
Vo

and — & g Ry 2.51)

Ly

for large ry > R,.

The voltage gain is noninverting, and for load resistances much less than the
dynamic drain resistance, the magnitude of the voltage gain is approximately the
same as that of the common-source amplifier. The current gain is close to 1.

Input Impedance

The input impedance at the source can be found by solving for the source current:

L =gV, + Y-V, (2.52)
L]
After Eq. (2.50) is used to eliminate V,,, we obtain
LA rs+ R
Zi=1 = l‘fT:d (2.53)
If rg > Ry,
Z; % (gn)”! ) (2.54)

The common-gate amplifier has a low input impedance which is inversely pro-
portional to the square root of the drain direct current.

Voltage Gain
Since
ViZ;
= 2.55
= Z IR (2.55)

the voltage gain is detetmined by combining Eqgs. (2.50) and (2.53):

. Ay=Yo o R (2.56)

Vi R4+ (a+ R/ +gmra)

Qutput Impedance

The output impedance can be found by applying a voltage to the output terminals
and determining the output current, as shown in Fig. 2.23:

_Vo_‘/s

¥

1, —8nVYs (2.57)
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EmVy I, FIGURE 2.23
v, ’ Q o A circuit for determining the output impedance of

u I the common-gate amplifier.
VO
R l
fa

— —_—

but 7, must also be the current through the source resistance R, so
[, =— (2.58)
Combining these two equations, we find that

Vo
Z,= 4 =rat+(l+gnra)R (2.59)
The common-gate amplifier has the largest output impedance of the three FET
amplifier configurations.

. 24
MULTISTAGE AMPLIFIERS

It is often necessary to use more than one amplifier stage for impedance matching
or to obtain additional amplification. Power transistors possess a smaller gain-
bandwidth product than low-power transistors; hence, the power amplification
stage is often operated near unity voltage gain in order to maximize the bandwidth.
The voltage amplification is carried out in the stages preceding the power amplifi-
cation stage. The following example illustrates the use of an additional stage, with
a voltage gain less than unity, to increase the overall voltage gain.

EXAMPLE 2.6. Design an amplifier using 2N3904 transistors to realize a voltage-gain
magnitude of at least 10. The source resistance is 500 €2, and the load resistance is 50 Q.

Solution. The small value of the load resistance creates a design problem. If the tran-
sistor iriput impedance is large, the voltage gain will be

P ‘ Au s —8m RL

Since R; = 50, a voltage gain of 10 can be realized with a common-emitter amplifier,
provided g, > 0.2 S. The transistor input resistance (assuming 8 = 100} will be

=2 <5000

8m
Therefore, with a 500- & source resistance and a 500- & amplifier input resistance, only
one-half of the signal voltage will appear across the base and the overall amplification
will be equal to 5. If g, is doubled, the transistor input impedance will be reduced to
250 @, and only one-third of the applied signal will appear across the base. The over-
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all gain will then be about 20/3, but the gain specification cannot be met by increasing
I However, the problem of low load resistance can be solved by adding another stage,
which simply increases the load impedance seen by the first stage. The input impedance
of the second stage serves as the load impedance for the first stage. Since the input
impedance of an emitter-follower from Eq. (2.28) is

Z;=ry +{(1+ PR,

it is a logical choice for the second stage. For this transistor, § is at least 100, so the
input impedance witl be more than 5 k2. It is not a problem to realize a voltage gain of
10 with this large (5k€2) a load resistance. A complete two-stage amplifier is shown in
Fig. 2.24. The resistors Ry, Rp,, and R;, are selected to complete the biasing. Typical
values for use with a 12-V supply are

Ry, =2kQ R, =500kQ and R, =45kQ

With these values I, ~ 2 mA and I, = 120 mA. The load resistance seen by the first
stage will be the 2-k2 resistor in parallel with R, and the input impedance of the sec-
ond stage (approximately 5 k2). That is,

R, =1.05kQ

The voltage gain of the second stage will be close to unity, and the voltage gain of the
first stage will be

r,

A, ~—g, Rl ——
» Bm, Lryrl'l"Rs

Since

g M40l =0.08S and  ry =L = 12500

L —84(1250)
"7 1250 4+ 500

FIGURE 2.24
A two-stage amplifier consisting of a common-emitter amplifier
followed by an emitter-follower.
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Drain  FIGURE 2.25
The circuit symbol for a dual-gate FET.

Gate 2 O-—I

Gate 1 O 1

Source

If less gain is desired, the gain can readily be reduced by adding a potentiome-
ter in series with the source resistance.

| 25
DUAL-GATE FET

The FET cascode circuit has so many applications in high-frequency amplifiers
that two FETs are often fabricated as a single transistor with two gates. The source
of the one transistor is continuous with the drain of the other, so the device has
one source, one drain, and two gates; it is referred to as a dual-gate FET. The
schematic representation of a dual-gate MOSFET is shown in Fig. 2.25. The dual-
gate MOSFET offers low noise and high gain in radio-frequency applications. It is
a versatile device which can be used as a mixer or aytomatic gain control (AGC)
amplifier, as described in Chap. 5. The construction is such that the capacitance
from gate 2 to the drain is very small (approximately 1 percent of that of a single-
gate MOSFET). This accounts for the excellent high-frequency performance of
the device.

A linear amplifier circuit is shown in Fig. 2.26a, and the small-signal equivalent
circuit is shown in Fig. 2.26b (where the dynamic drain resistances have been
ignored). Drain 1 and source 2 are shown only as aids in understanding the circuit.
Here gate 2 and the source are grounded for medium-frequency signals.

VDI = ‘_gl-'m Vssi RLI

The load resistance of the first stage is the input resistance of the second stage, and
the second stage is a common-gate amplifier. Therefore,

*
r

1
VD] = _gml ‘/l -
8

niy

since the input impedance of a common-gate amplifier is —g,,;. Since both transis-
tors have the same drain current,

8my = Bm, and VD; =-V
Also, since gate 2 is grounded,
Vg-fz = _Vsz = —-VDI =V
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-V,
R, § R, R;
{ ) 0
\e -
Y] ] v,
11

R,

£

g mvgsz

|||—-|

1

&)
FIGURE 2.26
(@) An amplifier utilizing a dual-gate FET; (b} a simplified
equivalent circuit of the amplifier shown in Fig. 2,264,

and the output voltage is
Vo= —8nVes, RL =—gmRLV; (2.60)

The small-signal gain of the dual-gate MOSFET is equivalent to that of a single-
gate MOSFET. The advantage of the dual-gate device for small-signal operation is
that the much'smaller gate-to-drain capacitance provides a much larger bandwidth
than does the standard MOSFET. Also, the transconductance g,, and hence the
voltage gain, can be controlled by the bias voltage applied to gate 2.

H 26
PUSH-PULL AMPLIFIERS

Transistors all exhibit a nonlinear characteristic that causes distortion of the input
signal even at small-signal levels. Much of the distortion can be eliminated by an
amplifier configuration known as the push-pull amplifier An example of such an
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amplifier is illustrated in Fig. 2.27. This particular circuit uses two center-tapped
transformers, one for separating the input signal into two signals 180° out of phase
and one for summing the output currents of the two transistors. Circuit characteris-
tics of center-tapped transformers are discussed in Chap. 6. Here it suffices to say
that they are wound so that

Vi=K,Vi=-V; (2.61)
and I,, == K;(Il - 12) (262)

Thus when the signal on the drain of @, is positive, the signal on the drain of {2 is
of equal magnitude but of opposite sign. The two drain signals are 180° out of
phase. If the input signal is sinusoidal

V. = A cos wt

then the output currents of the two transistors are also periodic, and they can be
expressed in a Fourier series:

I =By+ Bicoswt + Bycos2wt + Beos3ewt + - -- (2.63)

The higher-frequency components are created by the transistor nonlinearities. If the
two transistors and associated components are identical, then 7 and 7, are identical
except that I; lags I, by 180°. That is,

L{wt) = Li{wt + )
Therefore,
I, = By — By coswt + B3 cos 2wt — B;cost 3wt + - -- (2.64)
and the output current is
I, =2K;(B,coswt + Bycos 3wt +--) (2.65)

The outpul does not contain any even harmonics since the even harmonics of the two
transistors have been canceled by the push-pull arrangement. This is particularly

——
Ve

FIGURE 2.27
A balanced push-pull amplifier employing two common-gate amplifiers.
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beneficial with FET amplifiers because they have a square-law characteristic that
generates a relatively large second harmonic. Push-pull amplifiers are also used in
power amplifiers. Several applications of their use in power amplifiers are provided
in Chap. 11.

m 27
DIFFERENTIAL AMPLIFIER

Adifferential amplifier provides an output proportional to the difference between the
signals present at the two input terminals; neither input need be grounded. Ideally, the
output will be zero in response to a signal common to the two input terminals. A dif-
ferential amplifier can be applied where it is desired to measure the voltage difference
between two points, neither of which is grounded. Recent advances in transistor fab-
rication now make it possible to manufacture two transistors with closely matched
characteristics on the same wafer. This has made the differential amplifier one of the
most versatile building blocks at the designer’s disposal, allowing for the relatively
easy design of low-noise, low-drift, dc coupled amplifiers. Today the majority of ana-
log integrated circuits use a differential amplifier input stage.

Consider the differential amplifier illustrated in Fig. 2.28. The positive terminal
is referred to as the noninverting terminal since any voltage at this terminal will be
amplified and will appear at the output without phase inversion, whereas any volt-
age on the negative (inverting) terminal will be amplified and will appear at the out-
put with 180° phase shift (at least at low frequencies). The output may be either
single-ended (one terminal grounded) or floating (neithér output terminal ground-
ed). Any combination of input signals can be decomposed into differential and com-
mon input signals. It will be shown that this decomposition greatly simplifies the
analysis of differential amplifiers. The differential input voltage is defined as the
difference between the two input signals, that is,

ea=Vi—V, (2.66)
and the common input voltage is defined as
Vi+ V.
e = %-2 .67)

Any two differential amplifier input signals, then, consist of a component in which
the signals on the two input terminals are equal in magnitude and 180° out of phase
and a cgmponent in which the two input terminal signals are equal in magnitude and
in phase.

4] FIGURE 2.28

The circuit symbol for a differential amplifier.
¥
W EE——

l
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EXAMPLE 2.7. Determine the differential and common input voltages of the two
‘signals

Vi =5+ 3sinwt and Vo =3 —sinwt
Solution. The differential signal is
=V — Vo =2+ 4sinwt
and the common signal is

_h+V

e 3 =4+ sinwt

The amplification of a differential amplifier is characterized by its differential
gain:

Az =

Vo
— (2.68)
€4

The common-mode gain is defined as
A= _¥ (2.69)

Vi V=t €

In an ideal differential amplifier, the common-mode gain is zero, but an actual dif-
ferential amplifier always has a finite common-mode gain.

Common-Mode Rejection Ratio

The ratio of differential gain to common-mode gain is known as the common-mode
rejection ratio (CMRR):

A
CMRR = —2 (2.70)
A
The actual amplifier output to any input signal is
V, = Ageq + Ace, = Agey + —2 2.71)
o = 4ty c€e = Ag€y CMRRer: (
The term . :
* ‘ Ad

Ed

| CMRR “

is an error term caused by the finite CMRR. It is not possible to determine whether
the output signal is due to a differential signal or a common signal. The larger the
CMRR, the smaller the error term and the greater the amplifier accuracy.

EXAMPLE 2.8. Consider the problem of measuring the voltage across the 5-£2 resistor
of the circuit shown in Fig. 2.29. This is a common problem in biomedical engineering
and telemetry applications where the large impedances in series with the small resistors
might represent the impedance of transducers or probe interfaces.

H
4
i
!
k:
:
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FIGURE 2.29
1 M0 An application of a differential

+ amplifier.
v 50
Vo
1 MQ ‘ l

Solution. The voltage on the positive terminal is

_ 5+10%V
5+2x106

and the voltage on the inverting terminal is

1%
T 542x100

Vi

V2

So the differential voltage is

SV

=VV-VvV=—
f= T = 108

and the common-mode voltage is
VitV (542x 109V, Vi

“T T2 T aG5+2x10 2
If the differential amplifier has a differential gain of 2 x 10° and a common-mode
rejection ratio of 1 million (120 dB), the output voltage will be

[.5 ; v, 10°
Va = [m(2 x 10 )] Vi + E(Z)ﬁ

=(5x107+1x 1070V,

The second term represents a 20 percent error due to the finite CMRR. To realize a one
percent measurement accuracy for this problem requires a differential amplifier with a
minimum CMRR of 2 x 107 (146 dB).

FET Differential Amplifier

Consider the differential amplifier connection shown in Fig. 2.30. We will assume
that the transistors are identical and at the same temperature. The small-signal, mid-
frequency equivalent circuit is then as shown in Fig. 2.31. Although this circuit can
be readily analyzed for arbitrary input voltages, we will first calculate the differen-
tial gain and then the common-mode gain, as this greatly simplifies the analysis.

Assume first that V;, = —V;,. If V;, increases by AV, then V;, will decrease by
the same amount; so the changes in the two dependent current sources in Fig. 2.31
will be equal in magnitude but opposite in sign. In this case it is readily shown that
the voltage at the source terminal does not change, and so the current through R,
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] FIGURE 2.30
A differential amplifier realized
with two field-effect transistors.

o2

l

FIGURE 2.31
A small-signal equivalent circuit of the FET differential ampli-

fier shown in Fig. 2.30.

does not chaﬁgé. Therefore, the small-signal equivalent circuit for differential
inputs can be simplified to that shown in Fig. 2.32. The output voltage is

y, = ZEaTeRLVi = Vi) _ —eagnraRs 2.72)
ra+ Ry ra+ Ry
€q gmrdRL
) e 273
an %2 2 1] + RL ( )

The single-ended output differential gain is one-half of the differential output gain.
Also with the single-ended output as shown, input terminal 1 would be the non-
inverting input terminal.
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~ <+ -
o ¥ o -0
Ry ra ] R Yo,
gM.V;‘l ng,'z
0

FIGURE 2,32
The small-signal equivalent circuit for determining the differential gain
of the FET differential amplifier.

To calculate the common-mode signal, we assume (with no loss of generality)
that the two input signals are the same, that is,

‘/l'l = ‘/l'z
and the single-ended output voltage can be determined from an analysis of the cir-

cuit shown in Fig. 2.334. Because of the circuit symmetry, the output can be derived
from the simplified circuit shown in Fig. 2.33b. Here

Ves=Vi— Vs
The sum of the current at the source node is zero, so
V. V.-V,
2R, i )
and the sum of the currents at the output node is zero, so

Vo, Vo, —V,
MR L V,, =0
xt otV

= Em Vgs

If V,is eliminated from these equations, we obtain the common-mode gain
expression

A E— -Zo—z- = Ygz- = _gmrdRL
¢ ; e 1+ gnu#)2R, +r;+ R
x_g RLr ( Em d) s d L (274)
2 forr; > R
' ‘1+2ng: 4 t

The common-mode gain should ideally be zero. We see that the larger the
source fesistance, the smaller the common-mode gain. Also, the differential gain
does not depend on R,.Since an ideal current source has infinite impedance, the
source resistance can be replaced by a current source (which also provides a path
for the bias current). A current-source-biased differential amplifier is shown in
Fig. 2.34,

EXAMPLE 2.9. Calculate the output voltage of the circuit shown in Fig. 2.35 in res-
ponse to an input signal ¥; = 5 x 1073 V_The equivalent output impedance of the
current source is 150 k£2. Assume that the SU2366 dual JFET is used. For the SU2366
dual JFET, g,, = 1.5 x 1073 Sand r; = 500 k.
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FIGURE 2.33
(a) A simplified circuit for calcu-
lating the common-mode gain of

R R
£ L the FET differential amplifier
o ¥, 0 o shown in Fig. 2.30; (b) one-half
of the symmetric equivalent cir-
Iy fa Vo,  cuit shown in Fig. 2.33a.
2R.7 ZRS =
(a)

®

FIGURE 2.34
An FET differential amplifier
with current-source biasing.

—
g‘
III—O I

— -V, ===
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mV

¥ FIGURE 2.35
The amplifier discussed in
Example 2.9,

10 k2 10 k2

|||—o o

Solution. Although it is possible to directly calculate the response to the single 5-mV
input, it is far easier to consider the circuit to be a differential amplifier and to calculate
the response to the differential and common-mode inputs. The differential input is

eg=V, —V,=5mV
and the common-mode input is
Vo + Vi,
2

(Note that this is equivalent to assuming V;, = 2.5 mV = —V,, for the differential
input and V;, = V;, = 2.5 mV for the common-mode input.) Then by superposition

=25mV

&, =

V, =e. A, +e4Aq4
The common-mode gain is obtained using Eq. (2.74) (since r; 3> R;):

1. 102 x1

Ac=— 5 x 107 x 10° = —0.033
1+ 2(1.5 x 10=3)(150 x 10%)

and the differential gain is [from Eq. (2.73)]

: _gmR 15x1073x 10

=== 5 =

JAg 7.5

sc; that the output to the applied signal is
V, = —0.033(2.5) + 7.5(5) = 37.42 mV

BJT Differential Amplifier

A bipolar junction transistor (BJT) differential amplifier is shown in Fig. 2.36q,
and the small-signal equivalent circuit is shown in Fig. 2.36b (with r, and r;
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R, Ry
+ - + -
+—0 Oo—4—0 o__l
Yoy Yoy —
R, - - R,
+ C‘) - Cl) Em¥ +
" res eV )
Rg
b
FIGURE 2.36 -

(a) A BIT differentidl amplifier; (b) amplifier shown in Fig. 2.36a.

neglected). The circuit can be analyzed with the method used for the FET differen-
tial amplifier. For differential inputs the emitter is at ground potential and
V. 8mBRirs
Ag=—"2=_—""—"_ 2.75
‘T e 2R +rm) @7




2.8 Operational Amplifier 49

The differential output gain is

Va; _ngLr:rr
2o _Smibr 2.76
€4 RS +ry ( )

For common-mode input signals, the circuit is equivalent to two identical circuits in
parallel, and

Vaz _ _ngLrJ!
T e, Ry4r;+2(B+ DRk

2.77)

The common-mode gain can be reduced by increasing Rg, so BJT differential ampli-
fiers usually use emitter-current source biasing to achieve a large resistance to the
emitters of the two transistors of the differential amplifier.

| 28
OPERATIONAL AMPLIFIER

An operational amplifier (op amp) is a direct-coupled differential amplifier with
high gain and large input impedance. The device is used with large amounts of
negative feedback to obtain the desired gain-versus-frequency characteristic. It has
been used mainly in low-frequency circuits, but integrated-circuit op amps are
now available with gain-bandwidth products in the gigahertz (10° Hz) region. Op
amps are currently being used in communication circuits as wideband or video
amplifiers.

Op-Amp Characteristics

The ideal operational amplifier is a differential amplifier with infinite gain, infinite
input impedance, and infinite bandwidth. An actual operational amplifier has none
of these characteristics, but the ideal characteristics are approximated over a limit-
ed frequency range. We will evaluate the accuracy of these approximations after
considering the ideal case. Figure 2.37a contains a circuit representation of an op
amp, and Fig. 2.37b contains a simplified small-signal equivalent circuit. The dif-
ferentiil input impedance is represented by Z;, which can be greater than 10'% Q
for some op amps with FET input stages, but can be as low as 10 k2 for op amps
with high gain-bandwidth products such as the HAS519(). The output circuit contains
a dependent voltage source where the dependent voltage is the differential input
voltage V; — V; multiplied by A,. The op-amp gain 4, is often referred to as the
open-loop gain. The output resistance Z, is on the order of 100 £2, and it usually
has a negligible effect on circuit operation, although it is a limiting factor in an op-
amp’s ability to drive capacitive loads.
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I Z,

Y
ALYy - V)
L

@ b

FIGURE 2.37
(a) A circuit symbol for an operational amplifier; (b} a small-signal equivalent circuit of
the operational amplifier.

Ideal Inverting Amplifier

Figure 2.38 illustrates the most commonly used operational-amplifier configura-
tion, the inverting amplifier. Here the noninverting input terminal is grounded, and
the output voltage is fed back to the inverting input terminal through the impedance
Z;. For the ideal operational amplifier, the circuit analysis is simple. It is based on
the fact that no current will flow into the input terminals, and for any ideal op-amp
circuit the voltage on the positive terminal is equal to the voltage on the negative
input terminal:

-~

Vi=V,
That the two voltages are equal follows from the fact that the output voltage is
Vo = Aa(VZ - Vl) (278)

In the ideal op amp, A, is infinite; therefore, the only way for the output voltage to
be finite is for V) to equal V,. The two voltages are made equal through the feed-
back network connected around the op amp. It is, of course, possible that the feed-
back is such that the amplifier will be unstable, but it is assumed here that the
circuit configuration is such that the amplifier is stable. In the inverting amplifier

: . Z FIGURE 2.38
P —ANA— An inverting op-amp circuit.
e
¥
Z,
—p + )
TR
v, +




2.8 Operational Amplifier 51

shown in Fig. 2.38, if the amplifier is ideal, the voltage at the inverting terminal V,
must be zero, since the positive terminal voltage V, = () and V| = V; in the ideal
op-amp circuit. Also, in the ideal op amp, the input cwrrent I, = 0, so

That is, the transfer function of the inverting amplifier configuration, using an ideal
op amp, is

Vo —Z
Vi Z
The closed-loop transfer functicn is independent of the operational amplifier and
depends only on the two impedances used in the feedback network.

v

(2.79)

EXAMPLE 2.10. Design an amplifier with a voltage gain equal to —50.

Solution. If an ideal operational amplifier is used, the circuit configuration of Fig. 2.38
can be used, provided that Z;/Z; = 50. Here one of the impedances can be arbitrarily
chosen. For example, if Z; = 1 kQ, then Z; = 50kQ will give the desired voltage
gain.

The inverting amplifier configuration can also be used to realize a frequency-
dependent transfer function. This concept is illustrated in the following example.

EXAMPLE 2.11. Design a low-pass amplifier with a dc voltage gain equal to —50 and
a —3-dB bandwidth of 10° rad/s.

Solution. Again there are many networks which can be used to meet the specifications,
but one of the simplest is to select one such that
Ry

Zp=—"2
I SRIC+1

and Z =R

The voltage transfer function is then
_ —Ry/R,
v sCR f +1
which is a low-pass transfer function with’a low-frequency gain equal to —Ry/R, and
a —3-dB frequency:

5

(2.8

-
" R(C

Therefore, we arbitrarily select R; =1 kQ. Then R; =50 kQ and C = (10°
% 5 % 10! = 20 pF. The complete circuit is shown in Fig. 2.39.

(2.81)

wr

An almost limitless number of different frequency-dependent transfer functions
can be constructed using the inverting configuration.

Since the inverting terminal is also at ground potential, the input impedance of
the amplifier shown in Fig. 2.38 is

z =Y
I'_Il

- =7 (2.82)
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20 pF FIGURE 2.39
= { The low-pass amplifier discussed
50 kG in Example 2.11.
MV

1k}

FIGURE 2.40

An equivalent circuit of the inverting
amplifier with finite open-loop gain
(Ad).

The impedance is easily controlled by the selection of Z;. The output impedance,
assuming an ideal op amp, is zero.

Nonideal Inverting Amplifier: The Effect of Finite Loop Gain

The gain of an actual operational amplifier is never infinite and, in fact, is only large
over a limited frequency range. The effects of finite loop gain on the transfer func-
tion can be determined by analyzing Fig. 2.40, which is the small-signal equivalent
circuit for the operational amplifier with finite open-loop gain A,. Since the ampli-
fier input impedance {s assumed to be infinite,

st Vi_Ve_Ve_Vo
z.  Z

and if the op-amp output impedance is neglected,
Vo= =AY,
If V, is eliminated from these two equations, the transfer function is
—Z/Z;
14+ (Z; + Zf)(ALZ)

Vo
A=<= (2.83)
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If the operational-amplifier gain is known, the deviation of the ideal transfer func-
tion from its actual value can be calculated.

EXAMPLE 2.12. An inverting amplifier with a gain of 100 is designed by using an
operational amplifier with an open-loop gain A, = 10°. The feedback resistor Ry =
10*, and the input resistance R; = 100. What is the actual loop gain?

Solution. The actual gain is calculated by using Eq. (2.83):

~100 —100

y = = =-090
A I+ (100 + /104 1.01 9

The finite op-amp gain resulted in a 1 percent deviation in the closed-loop gain from the
ideal value.

Gain-Bandwidth Product

In addition to being finite, the amplifier gain A, is frequency-dependent. The major-
ity of operational amplifiers are internally compensated so that the frequency
dependence is of the form

A,

= 2.84
1+ jow/w, (2.84)

a
where A, is the low-frequency open-loop gain and w, is the —3-dB frequency. This
particular form of frequency dependence is selected because it enhances the stabil-
ity characteristics of the closed-loop system. The magnitude of A, as a function of
frequency is plotted in Fig. 2.41. The gain decreases at a rate of —6 dB per octave
at high frequencies. At frequency w, the gain is 0.707 (=3 dB) of the dc value. This
frequency is the —3-dB bandwidth of the amplifier. The frequency wr is defined as
the frequency at which the magnitude of the gain is unity. That is,

_ A, . Ay,
|1+ jwr/w,l Wy (2.85)

or wr = Ay,w,

Ay =1

The frequency wr is equal to the low—fre(juency gain A, times the open-loop band-
width @,. For this reason, it is known as the gain-bandwidth product. The gain-
bandwidth product 13 usually contained in the op-amp specification sheets.

Ex,AMPLE 2.13. The HA5190 operational amplifier has a gain-bandwidth product of
{50 MHz and a low-frequency voltage gain of 90 dB. What is the transfer function for
the open-loop voltage gain?

Solution. Since the low-frequency gain is 90 dB,
20logA, =90 and A, =3.16x10*
Since WeA, = @y = 2 (150 x 10)
the bandwidth is
w, = 27 (4.74 x 10°) rad’s
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R FIGURE 242

AN N {a) A small-signal equivalent
circuit of an inverting amplifier
with finite op-amp input imped-

b—-———o ance Z; and op-amp gain A,;
(b) a Thévenin equivalent circuit
of the amplifier shown in

I Fig. 2.42a.

efa
o o]

,.NJ)

..N

Effect of Finite Input and Qutput Impedance

If neither Z; nor Z,is neglected, the small-signal equivalent circuit is as shown in
Fig. 2.43a. The circuit seen by the load Z; can be replaced by its Thévenin equivalent
circuit, as shown in Fig. 2.43b. To determine the Thévenin equivalent impedance
(which is the output impedance of the closed-loop amplifier), a voltage V, is applied
across the output terminals and the current 7, is determined. The current [, is givenby

Va+AaVe+ Vo_ve

I =
¢ - Z, Z;
.t VoZ
because Ve= o1
Zi+ Z;
VAYA
where Zy=
' Z+ 2z,

The Thévenin equivalent impedance (the output impedance) is
Z,
1442,/ Z; + A/ Q@ + Z;/Z3)

(2.89)

Zip =
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i}
o “

NV

()

FIGURE 2.43

(a) An inverting amplifier equivalent circuit™illustrating the
op-amp input impedance Z;, output impedance Z,, and gain A,
(¥) a Thévenin’s equivalent circuit of the amplifier shown in
Fig. 2.43a.

The feedback circuit has the effect of reducing the output impedance from its open-
circuit value (Z,); and the larger the op-amp gain A,, the smaller the output imped-
ance. The Thévenin equivalent voltage Vj, is the output voltage without the load Z;
connected.

After eliminating V,, we find the transfer function

E _ ' _(Zf - Zo/Aa)
Voo Za+(Z,+ Zr+ Zy)/ A,

»
-,

(2.90)

This equation describes the inverting amplifier configuration with finite Z,, Z;,
and A,. Communication circuits frequently employ small Z; and Z;, and the
effects of nonzero Z, must be considered. Note that the significance of the output
impedance increases as the open-loop gain A, decreases, as it does with increasing
frequency. A finite output impedance can result in stability problems when the load
is capacitive.?
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FIGURE 2.4
A noninverting amplifier.

o

QO i

Noninverting Amplifier

The basic noninverting amplifier configuration is shown in Fig. 2.44. If the op-amp
gain and input impedance are assumed to be infinite, the voltages at the plus and
minus terminals must be equal. Therefore,

V,Z,
V,=Vi=V.=—2"1_
* Zi+ 7,
v, Zy
=14 = 2.91
or 7 + Z (2.91)

This is the basic equation for the noninverting amplifier. If Z, and Z, are real, the
gain is positive and greater than 1. The absence of a phase inversion from the input
to the output is one reason that noninverting amplifiers-are used. Another reason is
that the input impedance is large (larger than the Z; of the device).

EXAMPLE 2.14. Design a noninverting amplifier with a veltage gain of 100, using an
ideal op amp.
Solution. For the ideal op amp used in the amplifier configuration of Fig. 2.43q, the
voltage gain is given by
Vo ZZ
A, =— =1 —
vt
Either Z; or Z, can be chosen arbitrarily. For example, if Z, = 1 k€2, then Z, =99kQ
will realize a voltage gain equal to 100.

The effects of finite voltage gain and input impedance are treated just as they
were ferthe inverting amplifier. The calculations are left as an exercise.

- 2'9
PROBLEMS
2.1 What is the approximate midfrequency voltage gain V,/V; of the circuit shown in Fig.

P2.17 The transistor B is 110, and the transistor output impedance is 50 k£2. What is the
midfrequency power gain?
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12v FIGURE P2.1

An emitter-loaded common-
emitter amplifier.

1M1 5k0

ON—M
——

1k8

g
o
lll—o o<

Vi

2.2 What are midfrequency voltage gain and input impedance Z; of the amplifier shown in
Fig. P2.27 The transistor 8 is 110, and the transistor output impedance is 100 kQ.

»9y  FIGURE P2.2
An emitter-loaded common-

8ko emitter amplifier.
1.5MQ

A AAG

500 0

g

J,
— «

2.3 Design an amplifier, using one of the transistors specified in the appendixes, with a mid-
frequency voltage gain of at least 26 dB. The source resistance is 6002, and the load
resistance is to be 5 k2. Show the complete circuit, including the biasing network.

2.4 Calculate the approximate midfrequency voltage gain of the amplifier shown in Fig.
P2.4. The g, of the transistor is 4 x 1673 8, and ryis 10k2.



V. FIGURE P24
A common-source

amplifier.
10kR g

° it

'I}———)

2.5 Calculate the midfrequency voltage gain of the amplifier shown in Fig. P2.5. The tran-
sistor g, is 107* 8, and the transistor output impedance rq is 100 kQ.

¥ FIGURE P2.5
A common-source
10k0 amplifier with current
sk feedback.
——AAA—
p—————0

) 4

¥
wd 1

||l

2.6 What are the midfrequency voltage gain and input impedance of the amplifier shown in
Fig. P2.67 ‘

12v  FIGURE P2.6
A common-emitter
500 kQ : 2.7k0 amplifier.

<

500

59
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2.7 Calculate the midfrequency voltage, power, and current gains of the amplifier shown in
Fig. P2.7. The transistor # = 100, and the transistor output impedance is 20 k2.

12v FIGURE P2.7
An emitter-follower circuit.

10k

n\-—

|/2N3904
N

im0}
500 &

A

2

Vi . ‘[

2.8 For the two-stage amplifier shown in Fig. P2.8, calculate the midfrequency voltage and
current gains. The g, of both transistors is 3 x 1073 8, and r,is 20 k2.

[,

e "
§s ko 10kQ
Qo Y
9t > — — Yo
500
1 Mﬂ§ 5k - 5 kﬂé —c
4] <
r
FIGURE P2.8

An amplifier consisting of two common-source amplifiers in cascade.

2.9 Determine the approximate midfrequency voltage gain of the two-stage amplifier shown
in Fig. P2.9. (All capacitors can be assumed to be short circuits.) The 8 of the BIT is
100, and g, is 3 x 10~* § for the FET. The transistor output impedances are large
enough to be neglected.
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-9V
ok 200 k1 1k0
C
il ¢ v
71 L

y __l_
1M 1ka§ :I:C lkﬂ§

2.10 An amplifier configuration often referred to as a Darlington amplifier is shown in
Fig. P2.10. Calculate the voltage gain and input resistance of this circuit. The transis-
tors have identical 8°s and their output impedances can be neglected, but the g, of the
two devices will not be the same. '

e

FIGURE P2.9
A two-stage amplifier.

=V, FIGURE P2.10

o
A Darlington amplifier.
Ry
o

2.11 The amplifier circuit shown in Fig. P2.11 émploys an operational amplifier with ideal
characteristics except that its open-loop gain A, equals 20,000. How much does the
actual cloged-loop gain differ from the ideal value?

. 200 k2 FIGURE P2.11
. AAAY An inverting amplifier.

10kQ

]
» A
V;
10kQ :[
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2.12 Determine the gain of the amplifier shown in Fig. P2.12. The operational amplifier has
ideal characteristics.

FIGURE P2.12
A noninverting amplifier.

2.13 The inverting amplifier shown in Fig. P2.13 uses a compensated op amp that has
a dc gain of 140 dB and an open-loop bandwidth of 10 Hz. What is the op-amp
gain-bandwidth product? What are the gain and bandwidth of the closed-loop
amplifier? .

10kn FIGURE P2.13
VWV An inverting amplifier.

e —%

A

4
k0 sm? I
r— = — L

2.14 What ié.ﬂie gain ‘of the amplifier of Fig. P2.11 if it has an input impedance of 20 k2
from the inverting terminal to ground?
P

2.15 Calculate the voltage gain and input impedance of the amplifier shown in Fig. P2.13
under the conditions that the op amp is ideal. What is the gain if the op amp has an
open-loop gain of 30 dB?

2.16 Derive the transfer characteristic for the amplifier shown in Fig, P2.16, Assume the op
amp is ideal.

2.17 Derive an expression for I, in terms of V; for the amplifier shown in Fig. P2.17.
Assume the op amp is ideal.
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]C; FIGURE P2.16
1§ A bandpass amplifier.
Ry
S'A'A
G
| L ~
Y
——0
R, + v,
Vi Rs ‘[
Ry FIGURE P2.17
A" An inverting amplifier.

2.18 Calculate the gain of the cascode circuit shown in Fig. P2.18. Assume the collector
direct current is 1 mA.

—¢  FIGURE P218

Yo Acascode amplifier.

sk@ I

2.19 What is the bandwidth of the amplifier illustrated in Fig. P2.13 if the Burr-Brown
3554 is used as the operational amplifier? See Appendix 5 for the 3554 specifica-
tions,

2.20 Determine the output voltage by determining the comymon-mode and differential mode
gains in Fig. P2.20.
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FIGURE P2.20
A BIJT differential amplifier.

2,21 Calculate the voltage V, in Fig. P2.21 after selecting V, so that the transistors are
approximately in the middle of their linear operating region.

-

+9

+
I i
FIGURE P2.21
A BIT differential amplifier.

R
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2.22 Determine the output voltage of the circuit in Fig. P2.22 as a function of ¢; and Vj.

FIGURE P2.22
Current source biased differential amplifier.

*2.23 Design a differential voltage amplifier with a voltage gain of at least 30 dB. The
source impedances is 50 2, and the load impedance is not specified. 2N2222A tran-
sistors, resistors, and capacitors are available as are two 9-V supplies. The low-
frequency response can be neglected (i.e., arbitrarily large capacitors can be used for

. the low-frequency response). Verify your design, using computer simulation, and
determine the upper —3-dB frequency of the amplifier.

E 210
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Network Noise and
Intermodulation Distortion

B 3.1
INTRODUCTION

One of the most important factors to consider in evaluating the performance of a
communications network is the network’s ability to process low-amplitude signals.
Every system creates noise, which limits its ability to process weak signals; the
principal noise sources are (1) random noise generated in the resistors and transis-
tors, (2) mixer noise created by the nonideal properties of the mixers, (3) the unde-
sired cross-coupling of signals between two sections of the receiver, and (4) power-
supply noise. Except for random noise, all these sources of noise can be eliminated,
at least in theory, by proper design and construction.

Random noise is inherent in all resistors and transistors. It is a critical factor in
the performance of communication receivers since it determines the minimum sig-
nal level that can be detected. A measure of receiver performance, referred to as the
noise figure, has long been used to quantitatively describe the noise generated in a
network. This chapter discusses the nature of random noise and how it affects
receiver performance and design of low-noise amplifiers.

At one time the noise figure was considered sufficient for characterizing a
receiver’s performance, but today large-amplitude, unwanted signals are often at
the receiver-input. It is often necessary to be able to detect low-amplitude signals
that are adjacent in frequency to large-amplitude, unwanted signals, and the noise
figure s not adequate to completely describe a receiver’s performance. For this rea-
son, the term “dynamic range” is introduced in this chapter to more completely
describe receiver performance.

m 32
NOISE

All signals, whether at the network input or output, are contaminated by noise which
degrades the system performance. The “noisiness” of a signal is usually specified in

67
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terms of the signal-to-noise ratio /N, which is, in general, a function of frequency.
The signal-to-noise ratio can be defined as

S(f) _ rms signal voltage
N(f) ~ rms noise vollage

peak signal power
or = -
average noise power
average signal power
or =

average noise power

Unless otherwise stated, the last definition will be used here for the signal-to-noise
ratio, that is,

S average signal power

N average noise power

In order to define the average noise power, the origins and characteristics of net-
work noise will first be discussed. An appropriate definition of noise is that it is “any
unwanted input.” Noise consists of both nonrandom, or periodic, components and
random components. Types of nonrandom, or periodic, noise include power-supply
noise and noise due to the unwanted cross-coupling of large signals such as that
from a local oscillator. Note that the oscillator signal is considered to be a noise if it
occurs at a point in the system where it is not desired. Noise of human origin is usu-
ally the dominant factor in receiver noise. Most of this.type of noise is determinis-
tic and can (at least theoretically) be eliminated through proper circuit design, lay-
out, and shielding.

Random noise, by its very nature, cannot be eliminated. It places a lower theo-
retical limit, much like the uncertainty principle in physics, on the receiver noise
level. An understanding of the properties of random noise allows one to control, by
system design, its effect on receiver performance.

Random noise is described in terms of its statistical properties. At any instant,
noise amplitude cannot be predicted exactly, but it can be expressed in terms of
a probability density function. For system design and evaluation it suffices to
describe the noise in terms of its mean-square or root-mean-square (rms) values.
The mean-square noise voltages (currents) are often referred to as the noise power
since they are directly proportional to the power dissipated in a resistor. The
mean-square power is' normally frequency-dependent and is usually expressed
as a power spectral density function (unit of power per hertz). The total noise
power P is

f
P = d
fﬁ p(f) df

In the following sections lowercase letters denote spectral density functions (volts
squared per hertz, etc.), and uppercase letters denote mean-square values (volts
squared, etc.).

Random noise can be subdivided into noise occurring external to the receiver,
such as atmospheric and interstellar noise over which the receiver designer has no
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control, and random noise occurring in the receiver. The most common form of ran-
dom noise originating in the receiver is thermal noise.

Thermal Noise

1. B. Johnson discovered thermal noise—the minute currents caused by the thermal
motion of the conduction electrons in a resistor that constitute a random noise.
H. Nyquist was able to demonstrate, using statistical thermodynamics, that the ther-
mal noise generated in an impedance Z(f) in a frequency interval Afis given by
(Fig. 3.1)

E? = &kTR(f) Af (3.1

where E, = rms value of thermal noise voltage
R(f) = resistive component of impedance Z(f), §2
T = absolute temperature, K
k = Boltzmann’s constant, 1.38 x 1002 W . /K

Since the real part of the impedance R will in general be a function of frequency,
the thermal noise voltage will also be frequency-dependent. However, for a resistor
R, Eq. (3.1) states that the thermal noise voltage squared will be proportional to the
frequency interval Af. This implies that if the interval is infinite, the noise power
contributed by the resistor is also infinite. Actually, Eq. (3.1) must be modified at
very high frequencies (above 100 MHz), but it is sufficiently accurate for the pur-
poses of this text. -

For a linear network the total mean-square voltage density appearing across any
two terminals is given by

E2 = 4k TR(f) df (3.2)

where R(f) is the real part of the impedance Z(f). Impedance Z(f) is the imped-
ance looking into the two terminals between which E, is measured. The total mean-
square noise is then obtained by integrating this expression over all frequencies.

An alternative but equivalent interpretation is to find the noise due to each resis-
tor. If a resistor is connected to a frequency-dependent network as shown in Fig. 3.2,
then the total noise at the output due to R will be given by

. o0
E}= f 4kTRG(f) df (3.3)
0
FIGURE 3.1
A resistor together with the mean-square thermal neise voltage of
R the resistance.

EL = 4kTR &f



70 CHAPTER 3: Network Noise and Intermodulation Distortion

FIGURE 3.2
—°  Aresistor connected to a linear network
G(f) E, with a frequency-dependent transfer func-
R ] tion G(f).
E},
<  FIGURE 3.3

A simple frequency-dependent network.

o
AL
I
=

MV

where G(f) is the magnitude squared of the frequency-dependent transfer function
between the input and the output voltages, or

-

E(H|
G() = |2t (34
Since in this case R is not a function of frequency, Eq. (3.3) is equivalent to
o0
E? = 4kTR f G(f)df (3.5)

The integral of the magnitude squared of the transfer function (normahzed for unity
gain) is referred to as the noise bandwidth B, of the system. The noise bandwidth
differs from the system’s 3-dB bandwidth in that the noise bandwidth is the area
under the curve G(J). A system can have a narrow 3-dB bandwidth and yet have a
large noise bandwidth.

EXAMPLE 3.1. The impedance of the parallel combination of a resistor R and capaci-
tor C shown in Fig. 3.3 is given by

R
2@ = T3 jeRe ¢o
The real part of Z(w) = R(w) is given by
R(w) = R 3.7

1+ w?R2C?
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o  FIGURE 34
T Asimple frequency-dependent network including
R the thermal noise source.
cR £,
£
o

so the total output noise power generated by the impedance will be

© df kT
Z_ 4 —_ =L
El =4kTR [0 TR T (3.8)

which is independent of the size of the resistor and depends only on the capacitance C
and temperature T.

EXAMPLE 3.2. The circuit of Example 3.1 could also be interpreted as shown in
Fig. 3.4. Here the noise is represented as the equivalent thermal noise of the resistor R.
The transfer function is given by

2

E,
= (1 +?R*CH)™! (3.9)

G =g

Thus, using Eq. (3.4), the output noise voltage squared is found to be
df -~ kT
1+ R C
which is the same result as obtained in Example 3.1. Since
E! = 4kTRB,
the circuit noise bandwidth B, = 1/(4RC) Hz. The 3-dB bandwidth is 2x/(RC) Hz,

In this example the same result was obtained by interpreting the noise to origi-
nate in the real part of the impedance Z(f) or by interpreting the noise to originate
in the resistor. It makes no difference whether the thermal noise voltage is inter-
preted to arise in the real part R(f) of the impedance Z(f) or whether the resistive
elements are taken as the ultimate source of the thermal noise.

[v.0)
El= 4kTRf (3.10)
0

Resistors in series
Equation (3.1) states that the noise voltage is the rms value of a randomly vary-

ing signal. If two resistors are added in series, as shown in Fig. 3.5, it is the noise
voltages squared, not the noise voltages, which are added.

E?= E} 4 E2 = 4kT(Ri + R)) Af (3.11)
Similarly, for two resistors in parallel the equivalent noise voltage is

R R;

E! = akT ——=
" R+ R,

Af (3.12)
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E} = 4T, + R Af E} = &TR, &f

E% = akTRy Af

v
-

FIGURE 3.5
Equivalent mean-square noise voltage representation of two resis-
tors in series.

The noise sources described here all refer to rms quantities, and the noise
source has no polarity associated with it. In order to keep the notation simple, the
noise sources are expressed in terms of the square of the voltage or current, and
the values referred to are always the mean-square values.

Current-source representation

Equation (3.1) states that the thermal noise can be represented by a voltage
source in series with a noiseless resistor. Norton’s theorem shows that the voltage
noise source illustrated in Fig. 3.6b can also be represented by a current generator
in parallel with a noiseless resistor as shown in Fig. 3.6a.

Excess resistor noise

The thermal-noise power density generated in resistors does not vary with fre-
quency, but many resistors also generate a frequency-dependent noise referred to as

. R
-0 — AN N— 0

7= CD ?x E} = TR Af (D

(a) (b

FIGURE 3.6
Equivalent mean-square noise source representations of a resistor: (@} current generator
with noiseless resistor; (b) voltage noise source.
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excess noise. The excess noise power has a 1/f spectrum; the excess noise voltage
is inversely proportional (o the square root of the frequency. Noise that exhibits a
1/ f-power spectral characteristic at low frequencies is often referred to as pink
noise.

The amount of excess noise generated in a resistor depends upon the resistor’s
composition. Carbon resistors generate the largest amount of excess noise, whereas
the amount generated in wire-wound resistors is usually negligible. However, the
inductance inherent in wire-wound resistors restricts them to low-frequency appli-
cations. Metal film resistors are usually the best choice for high-frequency commu-
nications circunits, where low noise and constant resistance are required.

Active Device Noise

Besides the thermal noise of resistors, the other sources of random noise of impor-
tance in network design are the active devices—integrated circuits, diodes, and
transistors. The two main types of device noise are 1/f, or flicker, noise and shot
noise. Flicker noise is a low-frequency phenomenon in which the noise power den-
sity follows a 1/f* curve; the value of « is close to unity.

An electric current composed of discrete charge carriers flows through an active
device. The discreteness of the charge-carrier fluctuations is present in the current
crossing a barrier where the charge carriers pass independently of one another.
Examples of such barriers are the semiconductor pn junction, in which the passage
takes place by diffusion, and the cathode of a vacuum tube, where electron emission
occurs as a result of thermal motion. The current fluctuations represent a noise com-
ponent referred to as shot noise, which can be represented by an appropriate current
source in parallel with the dynamic resistance of the barrier across which the noise
originates. The spectral density of this shot noise is given by

i} =qkl, A*Hz (3.13)

where g is the charge on an electron, 7, is the direct current, and & is a constant that
varies from device to device and also depends on how the junction is biased. In a
junction transistor & is equal to 2. Figure 3.7 illustrates the shot noise equivalent cir-
cuit for a forward-biased pn junction. Lowercase letters are used to denote the noise
density as mean square (volts or amps) per hertz. Shot noise, like thermal noise, has

s ' FIGURE 3.7
Network including the shot noise current source of a
pn junction (lowercase i? denotes current spectral
density).

R 2 = 2q1, Af
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a uniform power spectrél density, and the total noise current squared is proportion-
al to the bandwidth. That is,

II=il Af (3.14)

The current source represented in Fig. 3.7 denotes that no direction is associated
with the current source since it is a mean-square value, If the additional 1/f noise is
included, the total mean-square current noise density can be written as

inf)=i (1 + %) A’fHz (3.15)

where f} is the frequency where the shot noise current is equal to the 1/f noise
‘current. Frequency f; varies from device to device and is usually determined
empirically.

Figure 3.8 illustrates the power density of the total noise current as a function
of frequency. At frequencies below f the noise power density increases at a rate of
6 dB per octave, while at frequencies much higher than f; the noise power is equal
to the shot noise and is independent of frequency. If the noise current is connected
to a frequency-dependent network, the mean-square current at the output will be

I = f " apizas (3.16)
1]

where A;(f) is the magnitude squared of the current transfer function between
input and output.

Noise in Transistor Amplifiers'

The previous discussion has shown that any amplifier must generate noise, which
consists of thermal noise generated in the resistors plus the short and 1/f noise
generated in the active devices. An equivalent circuit of a transistor amplifier, which

FIGURE 3.8
Spectral density function of the total noise current {including

1/f noise).
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identifies the shot noise sources, is shown in Fig. 3.9. And i,, represents the shot
noise current density due to the bias current on the output of the device, and i, is
the shot noise current density due 1o the input bias current. The other noise source
is due to the load resistor R;.

If the transistor output impedance is much larger than R, the output noise volt-
age due to i,, will be

2 .3 12
(e,,)rlz =1, R;

It is convenient to refer all the noise sources to the input. The amplifier voltage gain
(assuming R; is much less than the transistor output impedance) is approximately

Vo

Vi
so the output noise current source can be replaced by an equivalent input noise volt-
age source

= ngL

i2R: 2

2 nz n2
&= =2 (3.17)

TR 8

The noise source e3 can be interpreted as due to thermal noise of the transconduc-
tance g,,. Likewise, the thermal noise of the load can also be represented as a noise
e; in series with the input, where

, 4kTR;
€3 = el
ngL

~ (3.18)

Normally €3 <« e; and can be neglected. The amplifier, with the noise sources
referred to the input, can be designated as shown in Fig. 3.10. The amplifier is con-
sidered noiseless, and the noise is represented by the noise voltage and current
sources. The model as represented has been simplified by assuming that the voltage

FIGURE 3.9

“Model of a transister amplifier including
two shot noise sources and the noise
source of the load resistance.
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FIGURE 3.10

Another representation of the
model shown in Fig. 3.9, but with
the noise sources referenced to
the input side of the amplifier.

gain and amplifier transadmittance are independent of frequency. In this case the
total mean-square noise voltage will be proportional to frequency; but in the more
general case, frequency-dependent transfer functions must be used, and the total
mean-square noise voltage can only be obtained by integrating the instantaneous
values over the frequency region of interest. The model also does not include any
thermal noise present in the amplifier.

Transistor noise can originate from one of two sources.

BJT noise

The principal noise sources in a bipolar transistor are the two shot noise sources
and the thermal noise created in the base spreading resistor r:

e = 4kTr,  V'Hz (3.19)
it =2qls A%Hz (3.20)
in =2qlc AYHz (3.21)

The noise current source i- is connected between the base and emitter junctions,

and the other current source is connected between the collector and emitter junc-
tions. At high frequencies (above fy of the transistor) the noise currents increase
with increasing frequencies, and the complete expression is

. 2
ir =il (1 + ﬁ—z) (3.22)
Ir
Section 3.4 describes a more detailed model of the noise sources in a BJT amplifier.
FET noise

The FET noise sources (excluding excess noise) are given by the following
expressions:

2 _ 2.8kT
n gm
and il =12q1, A*Hz (3249

Vi/Hz (3.23)
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where g, is the mutual conductance and I, is the gate leakage current. The noise
sources of MOSFETSs and JFETSs are the same, but /, is negligible for MOSFETs.
The shot noise increases with frequency at very high frequencies; the total noise
current is

2.8kT

m

it =2ql, + ®’Cl,  AMHz (3.25)
where C, is approximately two-thirds of the transistor gate-to-source capacitance.

The transistor amplifier noise model will subsequently be used for the design of
low-noise amplifiers, but first one of the parameters most often used to characterize
the “noisiness™ of a system, the noise figure, will be described.

M 33
NOISE FIGURE, NOISE FACTOR, AND SENSITIVITY

Although the signal-to-noise ratio is the best measure of system input and output
signal quality, a quantitative measure is also needed of how much noise is added by
the circuit, whether the circuit is a passive filter, an amplifier, or an entire receiver.
The noise factor F has become a standard figure of merit of the amount of noise
added in a circuit. According to the JEEE Standards, “The noise factor, at a speci-
fied input frequency, is defined as the ratio of (1) the total noise power per unit
bandwidth available at the output port when the noise temperature of the input ter-
mination is standard (290 K} to (2) that portion of ¢1) engendered at the input
frequency by the input termination.”?

Available power refers to the maximum power that can be delivered from a
generator with a source impedance R; to a load impedance R;. For the network of
Fig. 3.11 it is easily shown that the load receives maximum power when the load is
matched to the source, that is, when

ZLZZ*

where Z* is the complex conjugate of the 1mpedance Z. Under matched conditions
the load power will be

E2
p = 3.26
ST 4R, (3:26)
FIGURE 3.11

A simple circuit model for determining the maximum
power transfer to the load impedance.

N

N
AN N
[——n— +
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This is the maximum available power from the source E;. Therefore the available
noise power from a resistor R is equal to kT Af. That is, the available noise power
is independent of the size of the resistor!

The IEEE definition for noise factor F can be stated as

available output noise power
~ available output noise due to source

3.27)

If N;is used to denote the noise power available from the source and N is the total
noise,
F=_
(Ni)o

(3.28)

The ¢ subscripts indicate that the noise powers are specified at the output. It must
be kept in mind that the symbols refer to the available noise powers. The noise fac-
tor depends upon the noise generated in a device and on its input termination, but
not upon the output termination. Since the ontput noise power in a linear system is
the sum of the noise due to the source plus the noise N, added in the system, the
noise factor can be written as

A
= =%

F (3.29)

The definition for available noise power used in Egs. (3.26) to (3.29) must specify
whether the noise is the total noise or the noise per unit bandwidth. Noise per unit
bandwidth will be used unless otherwise noted. In Eq. (3.29) the values for noise
can refer to the values at the input or output, and it is important only that one be con-
sistent. We will use as standard notation

N; = available input noise per unit bandwidth
N, = available noise power added per unit bandwidth (referred to input)

Since the output power S, is the available input signal power §; times the power
gain G(f), Eq. (3.29) can be written as

_ N+ NG(H)S; S N,

F =
. N;S, N; S,

(3.30)
{The-nbise at the oul;put N, is the noise at the input N; + N, multiplied by the
power gain G (f).] Therefore the noise factor can also be written as

input signal-to-noise ratio
~ output signal-to-noise ratio

The noise factor F is a measure of the degradation of the signal-to-noise ratio due
to the noise added in the system. Note that the output signal-to-noise ratio is less
than the input signal-to-noise ratio. This seeming contradiction is due to the noise
figure’s being specified at frequencies where both signal and noise are present.
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Since the maximum available noise power is E?/(4R,), the maximum available
noise power per unit bandwidth from a source resistance is

TR,

;= =kT 331
N; 4R, k (3.31)

independent of the size of the source resistance. Hence the noise factor of a receiv-
eris

N,

F=1+ T (3.32)
This is the noise factor measured in a unit bandwidth at a particular frequency and
is often referred to as the spot noise factor. The source impedance does not appear
in this expression for the noise factor, but it will subsequently be shown that the
noise added depends on the source impedance, and hence so does the noise factor.
Note that in an ideal receiver no noise is added (N, = ), so the receiver has
a unity noise factor. Since the noise factor is always greater that 1, the output
signal-to-noise ratio is always less than the input signal-to-noise ratio. That this
does not agree with experience is a result of the definition of noise factor. A receiv-
er will usually improve the signal-to-noise ratio through filtering of the input noise.
Since the noise factor definition uses the same bandwidth in defining the two sig-
nal-to-noise ratios, the noise factor does not reflect the filtering quality of the
receiver, and it is only one parameter to be considered in completely describing

receiver performance.

Y

Average Noise Factor

The noise performance of a communications system normally needs to be described
over a range of frequencies. One method is to determine the spot noise factor at sev-
eral frequencies. Another method found useful in noise measurements is to specify
the average noise factor. The average noise factor is defined as the ratio of (1) the
total noise power delivered into the output termination by the transducer when the
noise temperature of the input termination is standard (290° K) at all frequencies to
(2) that portion of (1) engendered by the input termination.
The average noise factor F is

T  [ronemar
F =
[owar

where G(f) is the system power (transducer) gain and F(f) is the frequency-
dependent noise factor. For a heterodyne system, the noise created by the input
includes only that portion of the noise from the input termination that appears in the
output via the principal frequency transformation of the system and does not include
spurious contributions such as those from an image-frequency transformation.

(3.33)
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Noise Figure
The noise factor is often expressed in decibels. In this case it is called the noise fig-
ure (NF) and is defined as

NF=101log F (3.34)

Since the minimum value of F = 1, the noise figure of an ideal noiseless network
is 0 dB.

Noise Factor of Cascaded Networks

If the noise factor and power gain of individual networks are known, the noise fac-
tor of cascaded networks is readily determined. First consider the series combina-
tion of two networks with noise factors and power gains Fi, G, and F», G, respec-
tively. If the available input noise power N; is equal to kT, the noise added by
network 1 is

FIN;— N; =N, =kT(F| -1) (3.35)
Likewise, the noise added by network 2 is
N, =kT{F, — 1)
and the noise added in network 2, referred to the input, is
Ny _ kT(F,—1)

-

—_— = 3.36
G G, (3.36)
The overall noise factor is thus
__ available input noise power + noise added
- available input noise power
(3.37)
_ KT +(Fy — DkT + (F, - DkT/G,
B kT
-1
=F+ 2 (3.38)
- Gl

Equation (3.38) states that if the power gain of the first stage is large, the overall

noise factor will be essentially that of the first stage. In other cases, the noise factor

of the second stage, and even of succeeding stages, will be an important factor in the

overall noise factor. Equation (3.38) is readily extended to » stages. For an n-stage
system

-1 F-1 F,—1

F=F+ + ‘ot

! Gl G]Gz GIG?."'Gn—l

EXAMPLE 3.3. For the systern shown in Fig. 3.12, the first stage has a noise figure of 2

dB and a gain of 12 dB; the second stage has a noise figure of 6 dB and a power gain of

(3.39)
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FIGURE 3.12
o= NF=2d4B NF =6dB O Numerical example of two
cascaded, noisy networks.

e, G=12dB G=10dB O

10 dB; the second stage has a noise figure of 6 dB and a power gain of 10 dB. What is
the overall noise figure?

Solution. Equation (3.38) expresses the noise factor F in terms of the noise factors for
each stage. Thus the noise figures must first be converted to noise factor values:

. Fi=1.59 hR=4
The corresponding gain values are
G =159 G: =10

The overall noise factor is

4-—1
F=159+— =1,
+ 59 779

and the noise figure of the two-stage system is
NF =10 log 1.779 =2.5dB

EXAMPLE 3.4. If G| and G- of Example 3.3 are independent of frequency, what will
be the total output noise power of the cascaded system in a 3-kHz bandwidth? The oper-
ating temperature is 290° K.

Solution. Since N; + N, = FkTB,
kTB = 1.37 x 1075 x 290 x 3 x 10°
=1192 x 1077w
Ni+N, =1779%TB =212 x 107" W

-

and the output noise
N,=G1G2(N; + N,)=159%x212x 1077 =337 x 107 W

Noise Temperature

The noise factor will normally lie between 1 and 10. For situations in which an
expanded scale is needed, the system noise factor is usually expressed in terms of
noise temperature. The noise factor is given by

N, N,y
F=1+—1\—f—=1+_ (3.40)

; kT

where T is the reference noise temperature. The noise added can be interpreted as
the available noise from a resistor whose temperature is 7,. That is,

T,
F = = 3.41
1+T (3.41)
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or . ‘ T, = (F - 1T (3.42)
where T, is referred to as the system noise temperature.

EXAMPLE 3.5. What is the variation in noise temperature as the noise factor varies
from 1 to 1.6 (NF varies from 0 to 2 dB)? Assume the reference temperature is 290 K.

Solution. When the noise factor is 1, the noise temperature is 0. When the noise factor
is 1.6,

T, =(1.6-1290=174K

Thus the change in the noise temperature is much greater than the change in the noise
factor. This is a principal reason for using noise temperature to describe system noise.

Sensitivity

The available input signal level S; for a given output signal-to-noise ratio ($/N), is
referred to as the system sensitivity, or noise floor. The input voltage level corre-
sponding to S; is called the minimum detectable signal. Although the signal-to-noise
ratio will depend on the system frequency response, we will assume for simplicity
that the frequency response can be represented by the ideal characteristic shown in
Fig. 3.13. Although this frequency response can never be realized in an actual
receiver, it is closely approximated in many communication systems, especially
those which include a narrow bandpass filter. When the frequency characteristic is
ideal, Eq. (3.5) for the total available noise power from) a resistor can be written as

E}

R= kTHB (343)

where B is the bandwidth. Therefore Eq. (3.30) can be written as

5, = F(TB) (%) (3.44)

o

where N, is now the total noise power at the output.

EXAMPLE 3.6. What minimum input signé] will give an output signal-to-noise ratio of
0 dB in a system that has an input impedance equal to 50 €2, a noise figure (NF) of 8 dB,
and a bandwidth of 2.1 kHz?

»

lGn|” FIGURE 3.13
Frequency response of the magnitude
of an ideal bandpass filter.

A 5
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Solution. For a 0-dB output signal-to-noise ratio and a 290 K operating temperature,
Eq. (3.44) can be written

10log S; = NF — 144 + 10log B
where §; is in milliwatts and B is in kilohertz. For a bandwidth of 2.1 kHz,
S; = —133 dBm 133 dB below 1-mW level

where §; is the available input power and is related to the input signal voltage by
Eq. (3.26). Thus

2

E?
S = 4&3 =502%x107"wW

Since R, =502,

That is, for these specifications the noise floot for an output signal-to-noise ratio of 1 is
0.10 V.

EXAMPLE 3.7. What is the minimum detectable signal or noise Hoor of the systern in
the previous example for an output signal-to-noise ratio of 10 dB?

Solution. In this case Eq. (3.40) becomes
i0log §; = NF — 134 + 10log B = —123 dBm
S5 =5x10"x107W
and the minimum detectable signal is
E; =032 uV

Sensitivity is always specified for a given signal-to-noise ratio. Although the
required output signal-to-noise ratio may not be the same as that used in the sensi-
livity specification, sensitivity does provide an objective measure for comparing
receiver performance. The required signal-to-noise ratio at the receiver output will
depend on the function of the receiver and on whether or not additional signal pro-
cessing (such as correlation detection) is performed. An output signal-to-noise ratio
between 0 and 10 dB is adequate for normal listening.

Receiver noise figure is a measure of how much noise is added by the system.
A low noise ﬁgum is often desirable, but there are situations in which this is of lit-
tle importance. This is particularly true when the input noise is much greater than
the noise added by the system. Numerical examples will illustrate this point.

EXAMPLE 3.8. Consider a communications receiver with a 50-Q input impedance,
a B of 3 kHz, and a 4-dB noise figure. The noise floor of this receiver for an output
signal-to-noise ratio of 10 dB is found to be, using Egs. (3.26) and (3.44),

S5 =-125dBm =3 x 1076w
E; = 0245 uV

An input signal of 0.245 4V will produce a 10-dB output signal-to-noise ratio. Now
consider the performance of this receiver when it is connected to an antenna with a
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noise figure of 20 dB. Expressing the noise at the antenna in terms of the noise figure
has become accepted practice, as it facilitates the numerical analysis. Antenna noise fac-
tor is defined to be

noise,, + thermal noise
thermal noise

Foyu = (3.45)

or noisegy = (F, — 1) x thermal noise. Antenna noise refers to the total noise picked
up by the antenna, primarily from external sources. The antenna noise factor in this
example is 100. Hence the antenna noise is seen to be

Nuw = 99 x thermal noise = 99k 7B

The total input noise is the antenna noise plus the source noise, or 100k TB. The output
noise (referred to the input) is

No=Nuy + N+ N, = (F, — DkTB + F,kTB
= N + F,kTB
where F, refers to the receiver noise factor. The output signal-to-noise ratio is thus
Si S
N:F N,
(3.46)
Sy S;
N/, (F.+F —1)kTB

In this example the antenna noise figure is 20 dB which corresponds to a noise factor of
100. Since the receiver noise factor is 2.5 (NF = 4 dB)7 the input signal required for a
10-dB output signal-to-noise ratio is

8= (%) (100+ 2.5 - D)kTHB

=10 x 101.5 x 397 x 1072 x 3 x 10°
=1203 x 107 W
Thus the minimum detectable signal for a 10-dB output signal-to-noise ratio is
E =156 4V
This is much larger than the 0.245 u,V required if there were no antenna noise.

EXAMPLE 3.9. What will be the minimum detectable signal level in the previous
exaniple if a receiver with a noise figure of 10 dB is substituted?

Solution. Since the receiver noise factor is 10, Eq. (3.46) becomes for this system

S = (%) (100 + 10 — 1)kTB

=129x 107 W
and the minimum detectable signal is
E,' = 1.6 M,V
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A 6-dB increase in the receiver noise figure results in only a 0.3-dB reduction in the out-
put signal-to-noise ratio because the noise added by the receiver is much less than the
antenna noise.

Examples 3.8 and 3.9 illustrate that if the input noise is large, very little is
gained by reducing the system noise figure below some acceptable level. For com-
munications receivers operating below 30 MHz, 8 to 10 dB is usually taken as an
acceptable receiver noise figure because of the large antenna noise figure. Howev-
er, as the frequency is increased above 30 MHz, receivers with lower noise figures
are desirable because the antenna noise is much less at the higher frequencies.
When the input noise is large, not only the receiver bandwidth but also the actual
passband must be selected for optimum performance by considering the frequency
characteristics of the antenna noise.

Noise comparisons of two receivers must be used with care since the network
with the lowest noise figure does not necessarily have the highest output signal-to-
noise ratio. The following section on low-noise design proves this important point.

B 34
DESIGN OF LOW-NOISE NETWORKS

Network Noise Representation

Any linear noisy two-port network (or amplifier) can be represented by a noiseless
network plus two noise generators ¢, and i,, as shown in Fig. 3.14. Two noise
sources are required to represent the network noise because noise may exist at the
output with the input terminals short- or open-circuited. In general, ¢, and i, will
be frequency-dependent. In the noise model for the common-emitter amplifier
described in Sec. 3.2, the noise current i, was due to the input bias current shot
noise, and the noise voltage e, was due to the output bias current shot noise plus
the thermal noise due to the load resistor. The equivalent short-circuit input rms
noise voltage e, is the noise voltage that would appear to originate at the input of

P

FIGURE 3.14
An amplifier noise source model.
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the noiseless network if the input terminals were short-circuited. The rms noise
current i, represents the remainder of the network noise. To determine i,, a resis-
tor R, is shunted across the input terminals and the output noise is measured.

Network Noise Factors

In this section we will consider the more general problem in which the source and
network input resistances are not necessarily matched.

The output noise power referred to the input in a unit bandwidth of the amplifi-
er illustrated in Fig. 3.14 is then (assuming i, and e, are uncorrelated)

N = &2 +i2R* + 4kTR, (3.47)

The noise voltage e, is determined by measuring the output voltage with the input
terminals short-circuited. The output noise is then measured with a specified source
resistance. From this measurement i, can be determined, provided the power gain
is known. The noise added by the network is

N, =¢2 +ilR? (3.48)
The network noise factor in any unit bandwidth can be defined as

P €2 +i2R? + 4k TR,
4kTR,

which agrees with the previous definition when R, = K;.

(3.49)

EXAMPLE 3.10. Plots of the input noise voltage and input noise current for the
Fairchild 741 operational amplifier are presented in Fig. 3.15. At 1 kHz the input noise
voltage is approximately

el 28 x 107 Vi/Hz
and the input noise current is approximately
i2=9x10"% AHz
If a 10-k <2 source impedance is used, the amplifier noise factor will be

8x 1071 4+ 0.9 x 10716
F=1+——
4% 1.37 x 1023 % 290 x 104

- =6.6

Equation (3.49) indicates that a network’s noise factor depends upon the source
resistance. The value of source resistance that minimizes the noise factor can be
formed by differentiating Eq. (3.49) with respect to R,:

dF=_1_ i2_§ =0
dR, 4T \" r?

e
or R, =2

in

(3.50)
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The value of source resistance that minimizes the noise factor is equal to the input
noise voltage divided by the input noise current. If i, is large relative to e,, a low
value of source resistance is called for; if i, is small (such as in a FET input ampli-
fier), a large value of R, is needed to minimize the noise factor. Since ¢, and i, are,
in general, frequency-dependent, the source resistance required for minimization
will be also; R, is usually chosen to minimize the spot noise factor at a specified fre-
quency.

EXAMPLE 3.11. What will be the minimum noise figure of the 741 operational ampli-
fier of the preceding example at 1 kHz?

Solution. The value of source resistance that minimizes the noise figure is found from
Eq. (3.50) (and Fig. 3.15):

8 x 10716\ "/*
(Rg)opr = (m) =30x 10° Q

The minimum noise factor is found by using this value of source resistance in Eq. (3.49):

Fel+ 8x 10716 .+9 % 1075 x 9 x 10%
- 4 x 1.37 x 10-2* x 290 x 30 x 1P

=435

and the minimum noise figure is

Nf =64dB

Low-Noise Design

The concept of optimizing the source resistance to0 minimize the noise figure must
be used with caution. A better criterion of a network’s noise performance is the out-
put signal-to-noise ratio. Minimizing a network’s noise figure does not necessarily
maximize the output signal-to-noise ratio, since changing the source resistance
also changes the input signal-to-noise ratio. The signal-to-noise ratio is readily
determined by replacing the input to the noiseless network by its Thévenin equiva-
lent. If the noise sources are independent, the equivalent input circuit is as shown in
Fig. 3.16. Theére are three noise sources due to e,, i,, and the thermal noise gener-
ated in the source resistor R,. Since the voltage sources are in series with the
signal “,, they will have the same input-to-output transfer function, and the signal-
to-noise ratio in any unit bandwidth is given by
M e?

L 5 151
N~ 21 2R 1 4R, G310

If the applied signal is not a function of source resistance, then it is evident that the
smaller the source resistance, the larger will be the signal-to-noise ratio. It would be
detrimental (o circuit performance to increase the source resistance in order to opti-
mize the noise figure. Although this would result in the minimum noise figure, it
would not maximize the output signal-to-noise ratio.




3.4 Design of Low-Noise Networks 89

FIGURE 3.16

Amplifier equivalent noise voltage sources.
o

2R e

EXAMPLE 3.12. The previous example found that a source resistance of 9.42 kQ
resulted in a minimum noise factor of 4.35. For this value of source resistance and the
values of e, and i, specified in Example 3.1, the total noise is found to be

N =€} +i R} +4kTR, = 17.48 x 10" V¥/Hz
If the source resistance is zero, the total noise is
N=e2=8x 1071 V/Hz
which is less than 50 percent of the noise obtained wher_lwthc noise factor is minimized.

If the signal voltage is a function of source resistance, then it is often possible
to simultaneously minimize the noise figure and maximize the output signal-to-
noise ratio. A most important case is that in which the source can be transformer-
coupled to the amplifier input. In this case

R = R,N? (3.52)

where N is the transformer turns ratio and R is the reflected source impedance. The
equivalent signal voltage will be

e, = e,N (3.53)

so the output signalsto-noise ratio (assuming the transformer does not add any
noise) will be

2,2
(%) Te+t i,?N“g;’-js— AKTNR, 3:54)
The rate of change of the output signal-to-noise ratio as a function of N is given by
d(S/N), _2Nel(el+i,N*Rl +4kTN*R, — 2N*i2R? — 4kTN*R,)
dN €2+ iIN*R? 4+ 4kTN?R,

which is equal to zero for

NiR, =2 (3.55)
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provided e is not a function of R;. This is also the value of source resistance that
minimizes the noise figure. Therefore, if noiseless transformer coupling can be used
to match the source to the amplifier input, then the turns ratio that minimizes the
noise figure will also maximize the output signal-to-noise ratio.

A Low-Noise Amplifier

Figure 3.17 illustrates a low-noise amplifier design using the concepts discussed in
the previous section. This amplifier is a common-gate amplifier selected for its rel-
atively low input impedance so that it can be matched to the source resistance R;.
The resistor R, serves to bias the circuit for linear operation, and capacitors € and
C, are short circuits in the frequency region of interest. The equivalent source
impedance looking back from the gate to source terminals is found from the equiv-
alent circuit, shown in Fig, 3.18, to be

2
Z =R, (M) (3.56)

For the minimum noise factor and maximum signal-to-noise ratio, the turns ratio is
selected so that

N Poe,
R, (ﬂ) = "f_ =R,
Nl Iy

FIGURE 3.17
A low-noise FET amplifier.

oV, FIGURE 3.18
Input circuit of amplifier illustrated in Fig. 3.17.
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[N /_\ FIGURE 3.19
2 ! C“/ A small-signal equivalent circuit of amplifier
g P shown in Fig. 3,17,
m sy
RS
M
Nz — §RL
I
K

where e, and i, are the noise voltage and current, respectively, of the transistor,

The midfrequency small-signal equivalent circuit, with r; neglected, is shown
in Fig. 3.19. If the reactance of the transformer is sufficiently large, little current will
flow through the windings, and the input impedance will be

v Vs
ngsg 8mll + (N2/ NIV,

)

The circuit could also be realized with the gate grounded, as shown in Fig.
3.20a. In this case the small-signal equivalent circuit will be as shown in Fig. 3.20b
The source impedance is

Z;

271
o o (5)]
1

Optimization of BJT Bias Current

The total input noise of a common-emitter amplifier is

L - R 2 4T
N; = 4kTR, + 4kTR, + ("T”) (ifz + R—) +iZ R ViHz (3.57)
. L

"

Since Ry, i,,, and i,, are functions of the collector direct current, it is possible to
adjust the bias current for minimum noise. This will maximize the signal-to-noise
ratio and minimize the noise factor. The noise contributed by the load resistor will
be assumed small compared to the other terms. (This approximation is valid as long
as R; > rp /B, which is usually the case.) Since

. 1
ir =2qly =2q9—

B
i =24l



92

cHAPTER 3: Network Noise and Intermodulation Distortion

FIGURE 3.20

(a) A common-gate amplifi-
er: (b) simplified equivalent

circuit,

&)
and m_1_W
B & L
the input noise can be written as
I 2qV? Very  2qlri
N, = &R, + 4kTR, + Al g2 y 24Vr | Qi | 2q TV VYHr  (3.58)
B I B B
The derivative of the noise with respect to collector current is
dN, _2qR: 2y 2V}
. B

ﬂz - Iz
The value of direct current, which minimizes the noise, is
v
I=— b (3.59)
(ry + BRH12
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B 35
INTERMODULATION DISTORTION

The previous sections have considered the effects of low-level noise on receiver
performance. In this section we will show that larger signals that are close in fre-
quency to the desired signal can also affect receiver performance.

All communications receivers contain some degree of nonlinearity which can
cause a change in the frequencies of the input signals and/or a change in the network
gain. For these reasons the network nonlingarities need to be clearly delineated and
considered during the design phase. The network nonlinearities can be described by
the expansion

y(x} = ki f(x) + ke[ f 0P + k[ £ (0]’ + higher-order terms  (3.60)

It is assumed that the nonlinearity is frequency-independent and can be adequately
described by the first three terms; the higher-order terms will be ignored. Let f(x)
consist of two sinusoidal signals:

F{x) = Ajcosant + Axcoswat

If w, and e, are sufficiently close together, &; can be considered the same for both
signals. Also, for simplicity we will assume that all the %; are real. If Eq. (3.60)
describes the network’s response to an input f(x), the response will be

y =ki(A cos it + A, cosmnt) + ka(A; cos wit + Az cos wyt)?
+k3(A; coswnt + Aj cos wot)’
= k(A cosant + Az cOS ant)
1+ cos 2wt 5 1+ cos2ant
2 : 2
cos(w, + @)t + cos(wy — wz)t]

+k2[Af

A4 2 (3.61)

sfcoswit coswt  cos3wyf 5 { 3coswyt  cos 3wyt
+k3{[A1( T A U

+ AfAz:[%-cosézt + 2 cos(2w1 + @)t + 2 co8{2wy — w2)t]

AHASA 2 cosant + 2 cosRwy + )t + 2 cos(2w; — wl)t]}

Gain Compression

One effect of the nonlinearity that can be deduced from Eq. (3.61) is that the ampli-
tude of the cos w;f signal has become

Al =kiA +k(GA} + 24,4 (3.62)
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Normally k; will be negative, and a large signal A, cos w,t can effectively mask a
smaller signal A, cos w,?, since it results in a reduced gain because of the third-order
coefficient 3. To avoid the “gain compression,” the third-order coefficient k; must
be reduced. Also, multiple signals will result in a further reduction of the gain. If
only one signal is present, the ratio of gain with distortion to the idealized (linear)
gain is

A _ ki kGad

3.63
A, K (3.63)

and is referred to as the single-tone gain compression factor. Figure 3.21 illustrates
how the k; term causes the gain to deviate from the idealized curve. The point at
which the power gain is down 1 dB from the ideal is referred to as the I-dB com-
pression point. Receivers must be operated below their gain compression point if
the nonlinear gain region is to be avoided.

Second Harmonic Distortion
Second harmonics will occur at the receiver output because of the k; term. If a

single signal is present at the receiver input, the amplitude of the second har-
monic will be

— - (3.64)

Intermodulation Distortion Ratio

Another important effect of receiver nonlinearity is the intermodulation distortion
caused by the cubic term in Eq. (3.61). Equation (3.61) shows that the cubic term

FIGURE 3.21

Idealized amplifier power-transfer
characteristic illustrating the 1-dB
compression point.

P,

i

dB
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creates the intermodulation frequencies 2w; & w; and 2w; + w;. If w, and w; are
of approximately the same frequency, the higher frequencies 2w, + a» and 2an+
@ will normally be outside the passband and can be eliminated with filtering, but
the two frequencies 2an — @, and 2w, — @ can lie in the system passband and
appear at the output as signal distortion. The intermodulation distortion ratio (IMR)
is defined as the ratio of the amplitude of one of the intermodulation terms to the
amplitude of the desired output signal. For the two-tone input signals, Eq. (3.62)
yields

$kaATAs 3k

ZZAA, (3.65)

IMR = =
k1A 4k

Intercept point
The intermodulation distortion (IMD) power is defined as

_ (%kaA%Az)z

5 (3.66)

d

If the two input amplitudes are the same, the intermodulation distortion power
varies as the cube of the input power; that is, for every 1-dB change in input
power there is a 3-dB change in the power of the intermodulation terms. In this
case,

Py = (ks P) . (3.67)

where P, = A1/2, the power in one signal component, and k; is the scale factor.
The ratio (Pymg) of the IMD power to the desired output power for the case where
the two input signal amplitudes are the same is defined as

Pom = 24 3.68
MR = B (3.68)
Since the distortion power is proportional to the cube of the input power and the
output power is directly proportional to the input power,

Por = (K P)? (3.69)

A normalized plot of the desired output and intermodulation powers is shown in
Fig. 3,22. On a logarithmic scale, the IMD power increases 3 times as fast as the
desired output power. The value of input power for which the IMD power is equal
to the output power contributed by the linear term (k; A;)?/2 is referred to as the
intercept point Py, a term which is finding increasing usage, especially in describ-
ing the distortion characteristics of frequency mixers. In order to express Pr in
terms of Ppyr and P, note that when the output distortion power and the desired
output power are equal (the intercept point), the IMR ratio is, by definition, unity,
and thus Eq. (3.69) becomes

1=(K:P)’
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FIGURE 3.22

Power-transfer characteristic, includ-
ing the third-order intermodulation
distortion P, and the two-tone third-
order intercept point P;.

P, dB

P, dB

Since P =P
at this signal level,

K= (P~
and Eq. (3.69) can be written as

P2
Ppr = — - 3.70
IMR ( P[) ( )

where P; is the input power A2/2.

EXAMPLE 3.13. If the system intercept point is 4+20 dBm, what is the IMR for an input
signal power of 0 dBm?

Solution. To solve this problem Eq. (3.70)is used. Thus Ppyg = 0 — 2 x 20 = —40dB.

A receiver’s intercept point is a measure of the distortion created in the receiv-
er, and it is also a measure of its ability o reject large-amplitude signals that lie in
close frequency proximity to a weak signal targeted for reception. The receiver
intercept point is primarily determined by the intercept point of the input mixer.
Double-balanced diodé ring mixers with intercept points of +15 to +27 dBm are
readily gvailable and relatively inexpensive, but they are used in only the more
expensive receivers because they require higher oscillator drive levels (+7 to +23
dBm) than do other types of mixers (such as integrated-circuit mixers which use
field-effect transistors). Higher local oscillator levels will usually require addition-
al shielding of the system components. Mixer specifications normally list either the
two-tone third-order distortion at some level, from which the corresponding inter-
cept point can be determined, or the 1-dB RF input compression level, which is
much easier to measure. As a practical rule of thumb, the 1-dB compression point is
approximately 15 dB below the two-tone third-order intercept point.
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Dynamic Range

The minimum detectable signal in a receiver is determined by the input thermal
noise and the noise contributed by the receiver. At the other extreme, when the input
signal is too large, the signal detection is limited by the distortion. The amount of
distortion that can be tolerated will depend somewhat on the type of signals, but for
purposes of an objective definition, the upper limit of signal detectability will be
considered the signal level at which the intermodulation distortion is equal to the
minimum detectable signal. The ratio of the minimum detectable signal to the sig-
nal power that causes the distortion power (in one frequency component) to be
equal to the noise floor Ny is referred to as the receiver’s dynamic range. Since the
ideal power out is

P, =K P 3.71)

the intermodulation distortion ratio can be written as

p_Fa_ Pd R\
MRT P, TP\ P

Define Py; = P,/k} (the distortion referred to the input); then

2
When Fy; is equal to the noise floor N, -
L/
P P}
or P, = (PN (3.73)

Therefore the dynamic range DR is

(Pfo)lﬁ _ (PI )2/3

DR =
Ny Ny

(3.74)
It must be kept in mind that the intercept point and noise floor are measured at the
same point in the system. Also, the noise floor depends upon the specified output
signal“to-noise ratio, and thus so does the dynamic range.

EXAMPLE 3.14. The receiver of Example 3.6 has an intercept point of 20 dBm. What
will be the dynamic range for an output signal-to-noise ratio of 10 dB?

Solution. From Example 3.7 it is known that the required available input signal power
§; = —123 dBm for a 10-dB output signal-to-noise ratio. The receiver’s dynamic range
[using Eq. (3.74)] is thus

DR =0.67(204 123) =95.3dB
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l‘ - FIGURE 3.23
o h P, Circuit with a power intercept poinF P; preceded
I/ by a preamplifier with a voltage gain A,.

If a linear preamplifier with a voltage gain A, is added before a network that
has an intercept point P;, as illustrated in Fig. 3.23, then the overall intercept point
is Pr/AZ The output power due to the linear term is

k
P, = ( ’2‘) 2 (3.75)
and the intermodulation distortion output will be
3 k A3A3 2
P, = % (3.76)
and the IMD ratio is
3(k;A3)?
P — 4 A4
MET A Y
= (k; P;)*A?
when Prvr = 1, P = P;, 80
P = (KA (3.77)

The addition of a linear preamplifier reduces the interce-f)t point. Unless the pream-
plifier can reduce the noise floor by the same amount the intercept point is reduced
the dynamic range will be decreased by the addition of the preamplifier.

SINAD

Another figure of merit which is becoming widely used for commercial (particular-
ly stereo) receivers is the SINAD ratio. SINAD is the ratio of signal plus noise plus
distortion powers to noise and distortion powers.
S+N+D

| SINAD = NiD (3.78)
For mahf( applications the distortion, even at low levels, is an important factor in
describing performance. Also, the SINAD ratio is easy to measure using the method
illustrated in Fig. 3.24. The measurement procedure consists of applying an RF sig-
nal modulated by an audio signal (usually 1 kHz) and measuring signal plus noise
plus distortion. The audio signal is then filtered out, and the noise plus distortion is
determined. A SINAD measurement is the same as a total harmonic distortion mea-
surement. The SINAD ratio can also be used to define receiver sensitivity. One pos-
sibility is to define receiver sensitivity as the amount of RF signal needed to get a
specified SINAD ratio.
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—RE_ Receiver StN+D_ Distortion
Input analyzer

Signal generator

FIGURE 3.24
SINAD-measuring network,

B 36
PROBLEMS

3.1 Determine an expression for the total noise voltage squared across the output terminals
of the circuit shown in Fig. P3.1.

©  FIGUREP3.1
Frequency-dependent network
Ry including two noise sources.

Ay |
11
|||—oc‘<

3.2 Calculate the 3-dB and noise bandwidths of the circuit shown in Fig. P3.2.

C  FIGURE P3.2
Frequency-dependent network
R, E, with two noisy resistors,
e 3m
£, . .
4~ X

3.3 Show that the amount of excess noise E? = (k/f) df generated in each decade of fre-
quency is constant, independent of frequency.

3.4 Derive the equation for the noise factor of n cascaded networks, each with a noise fac-
tor F; and power gain G;.
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Determine the equivalent input noise sources of a common-base amplifier in terms of
the thermal and shot noise sources.

A receiver has a 3-kHz bandwidth, a 50-2 input impedance, and a 5-dB noise
figure. It is connected to an antenna by means of a 50-& coaxial cable that has
an equivalent gain (loss) of —3 dB. What is the overall noise figure?

A receiver with an 8-dB noise figure, a 50-Q input impedance, and a 3-kHz band-
width is connected to an antenna that has a noise temperature of 2000 K. What is
the minimum detectable signal for a 10-dB output signal-to-noise ratio? If a pre-
amplifier with a gain of 10 dB, an NF of 5 dB, and bandwidth of 4 kHz (which
overlaps the receiver’s frequency response) is added between the antenna and
receiver, what is the minimum detectable signal for a 10-dB output signal-to-noise
ratio?

A receiver is to be designed to have an overall noise figure of 4 dB. The input
mixer has a noise figure of 8 dB, and the preamplifier (which is to be located at
the input) has a noise figure of 3 dB. What must be the minimum preamplifier
gain?

An amplifier with a 10-dB noise figure and a 4-dB power gain is cascaded with a sec-
ond amplifier which has 10-dB noise figure and a 10-dB power gain. What are the over-
all noise figure and power gain?

Calculate the value of source resistance which will minimize the noise figure of a
741 operational amplifier at a frequency of 500 Hz. What is the minimum noise

figure?

A 741 operational amplifier is used with a source resistance of 20 k. If the
input signal level is 1 mV, what is the output signal-to-noise ratio? Assume that
the amplifier bandwidth is 1 Hz and that the center frequency is 1 kHz. What is
the output signal-to-noise ratio with the source resistance that minimizes the noise
figure?

Consider an amplifier in which the source resistance is larger than that required to min-
imize the noise figure, Show that shunting the source with a resistor in order to mini-
mize the noise figure will reduce the output signal-to-noise ratio.

A receiver with a 3-kHz bandwidth and 50-Q input impedance has a noise figure (NF)
of 8 dB. What i$ the minimum detectable signal for an output signal-to-noise ratio of
10 dB? If the two-tone intercept point is +20 dBm, what is the receiver’s dynamic
range? What will be the dynamic range if a linear noiseless preamplifier with a voltage
gain of 10 is added at the input?

A receiver has a 10-dB noise figure, a 50-Q input impedance, a —5-dBm two-
tone intercept point (P;), and 3.5-kHz bandwidth. What is the minimum detec-
table signal for a 0-dB output signal-to-noise ratio? What is the receiver’s dynamic
range?
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3.15 Alinear preamplifier with a voltage gain of 5 and a 4-dB noise figure is inserted before
the receiver of Prob. 3.14, What is the overall dynamic range?

3.16 Areceiver has a 3-kHz bandwidth, a 70- Q input impedance, and a noise figure of 6 dB.
It is connected to an antenna with a cable which has an equivalent loss of 6 dB and an
NF of 3 dB. (The cable is matched to the input impedance.) What is the minimum
detectable input signal for an output signal-to-noise ratio of 10 dB? If the antenna noise
temperature is 3000 K, what is the minimum detectable signal for the same output
S/N?

3.17 Use a transistor with 8 = 100 to design a common-emitter amplifier to couple a
100-§2 source to a 1-kQ load resistance. The base spreading resistance can be
neglected. What is the optimum value of collector current for the lowest noise
figure?

3.18 A network consists of a voltage source with a 1-kQ source resistance and a 1-kQ2 load
resistance. Determine the noise factor at 100 Hz and at 10 MHz. Also determine the
total output noise power.

3.19 Describe the noise characteristics of the amplifier you designed for the Chapter 2
Spice project. Determine the noise factor at 100 Hz and at 10 MHz. Also determine
the total output noise power. The measurements should be made with the source
matched to the amplifier input impedance. Can you determine the equivalent input
noise generators? (Note: Add KF = 1E-13 to the transistor model. This is a flicker
noise coefficient.)

B 37
REFERENCES

1. Y. Netzer, The Design of Low-Noise Amplifiers, Proc. IEEE, 69; 728741 (1981).
2. IRE Standards on Methods of Measuring Noise in Linear Twoports, Proc. IRE, 48: 60-68
(1960).

B 38
ADDITIONAL READING

Carson, R. S.: Radio Communications Concepts: Analog, Wiley, New York, 1990,

Das, M."B.: FET Noise Sources and Their Effects on Amplifier Performance at Low Fre-
quencies, IEEE Trans. Electron Devices, ED-19, 1972,

Fisk, J. R.: Receiver Noise Figure, Sensitivity and Dynamic Range—What the Numbers
Mean, Ham Radio, October 1975, pp. 8-25.

Fris, H. T.: Noise Figures of Radio Receivers, Proc. IRE, 32: 410422 (1944).

Goldman, S.: Frequency Analysis, Modulation and Noise, McGraw-Hill, New York,
1948.

Motchenbacher, C. D, and E. C. Fitchen: Low-Noise Electronic Design, Wiley, New York,
1973.



102 CHAPTER 3: Network Noise and Intermodulation Distortion

North, D. D.: The Absolute Sensitivity of Radio Receivers, RCA Review, 1942,

Perlow, S. W.: Third Order Distortion in Amplifiers and Mixers, RCA Review, 37: 234-265
(1976).

Representation of Noise in Linear Twoports, Proc. IRE, 48: 69-74 (1960).

Sherwin, J.: Noise Specs Confusing, National Semiconductor Application Note #104 (May
1974).




Frequency-Selective Networks
and Transformers

" 41
INTRODUCTION

Communication networks must frequently select a band of frequencies and attenu-
ate other undesired frequencies. Modern filter theory now provides methods for
designing such filters to meet virtually any specification, but the most commonly
used frequency-selective circuits are still the rather simple series- and parallel-tuned
resonant circuits. Even these simple circuits Iead to complex equations when non-
ideal elements, such as the nonzero resistance of inductors, are considered. While
standard procedures for circuit analysis can be used, the resulting equations are
often too complex to provide insight into the design process. However, years of
research have yielded many approximations that greatly facilitate the design and
analysis of simple resonant circuits.

Resonant circuits are normally used as narrowband circuits. As the modern
architecture of communication circuits shifts toward broader band systems, there
are fewer narrowband circuits. Yet the importance of resonant circuits is increasing
where they do find application. One of the main applications for resonant circuits is
the design of low-noise oscillators, Modern communication receivers are requiring
resonant circuits with very narrow bandwidths.

This chapter first describes the analysis of these circuits and provides approxi-
mations that allow one to design and analyze such circuits with a minimum of math-
ematics, We then show how transformers are incorporated into resonant circuits.
Methods are provided here for analyzing frequency-selective circuits containing
simple transformers, one of the most useful components of communication cir-
cuits. And finally we demonstrate how frequency-selective methods can be used for
impedance matching and how a combination of inductors and capacitors can be
used to alter the input impedance of the network over a limited frequency range.

' 4.2
SERIES RESONANT CIRCUITS

One of the simplest frequency-selective circuits is the series resonant circuit illus-
trated in Fig. 4.1. At low frequencies the current is blocked by the capacitor, and the

103
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FIGURE 4.1
A series resonant circuit.

| —— N e 4

inductor blocks the current at high frequencies. At some intermediate frequency the
impedance of the inductor is equal in magnitude and opposite in sign to the imped-
ance of the capacitor. At this frequency, referred to as the resonant frequency, max-
imum current flows and is the phase with the applied voltage. This circuit will now
be analyzed in order to quantitatively describe its frequency performance. The cir-
cuit current is

Vi(s)

1) = T 6o +r

and the output voltage V,(s) is
RVi(S)  _ (R/L)sV(s)
sL+(GCYy '+ R s24+ Rs/L+ (LO)-!

The voltage gain V,(s)/ V;(s) has a zero at the origin and two poles s; and s; locat-
ed at

Vols) =

4.1

“4.2)

51,2

R | [R/LY - 4/@0)]"
2L [ 4 ]

Both poles may be real, or they can occur as a complex conjugate pair, Tf

A2
R=>2 (—)
C
the poles are both real, and the circuit is said to be overdamped. If the two poles are
equal, that is,
R
2L

the cirguit is critically damped. In most frequency-selective networks, the circuit is

unde{*damped, that is,

' L\ 2
R<2 =
“ (C)

and the poles form a complex conjugate pair. The transfer function is frequently
written as

. §1 =82 = —

RCs

Al) = 2/ + (2¢ Jw,)s + 1

(4.3)
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@ FIGURE 4.2
Pole-zero diagram of the series resonant circuit.

Yo

where w, = [(L.C)'/?]7! is called the undamped natural frequency and

R /C\'?
=3 ()

is referred to as the damping ratio. If ¢ < 1, the circuit is underdamped. The pole-
zero plot of this transfer function for the underdamped case is given in Fig. 4.2, The
real part of each pole is equal to —R/(2L) = ¢ w,, and the magnitude of the imagi-
nary part of each pole is

-

29172 2 1/2
ir4 (R — w, lﬁﬁ) = w,(1 — £
2lLec T \L 4L

Note that the distance of the pole from the origin is equal to

RN\? 1T 4 R\ZTI V2
{(52) +Z[ﬁ_(f) ]} =LOY " =, (4.4)

and the angle @ is determined by
_R(LOV
BT

where w, and ¢ are convenient parameters for describing the transient response of
the circuit. For a unit step input voltage V;(r) = U(t), it is readily shown (by tak-
ing the inverse Laplace transform) that if { is less than 1,

2
(1~ D)7
where U(¢) is the unit step function
U = [

os 6 4.5)

59" sin[w,(1 — £H'2) U @) (4.6)

Vol(t) =

1 t=0
0 t <0
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FIGURE 4.3
Transient response of underdamped series resonant circuits to a step input, for
selected values of damping.

The step response (plotted in Fig. 4.3 for selected values of ¢) is an exponentially
damped sinusoid. The ringing frequency is

. w,(1=¢HY2  radfs
which is equal to the imaginary part of each pole, and the envelope’s damping fac-
tor t&, = —R/(2L) is equal to the magnitude of the real part of each pole. The
smaller the value of circuit resistance (for a fixed inductance), the smaller the damp-
ing factor and the longer it takes for the transient to die out.

The steady-state (frequency) analysis of the circuit is readily evaluated from
Eq. (4.1) by setting s = jw. For convenience the equation is written in the form

0\
A(jw) = [1 + (joRCY™! (1 — E)]

o

. -1 -1
_ J @ _ % - oL _%
[k (5-9)] =[re(E-2)

4.7
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where the circuit @ is défined by
w,L _
Q = (@RC)™ = R - 207! (4.8)

The resonant frequency is defined as the frequency where the phase shift of the
transfer function is equal to zero. (This is the frequency where the imaginary part of
the transfer function is zero.) The imaginary part of the transfer function is zero
when

® = w, = [(LCY*! (4.9)

This is the frequency at which the inductive reactance jwL is equal in magnitude
and opposite in sign to the capacitive reactance, or

—jX. = (joC)™'

yielding a total series reactance of 0 §2. This series circuit has only one frequency
at which the phase shift is 0°. The magnitude of the transfer function at the resonant
frequency is |A(jw,}| = 1, which is its maximum value.

The corresponding phase shift of the transfer function arg A(jw) is plotted in
Fig. 4.4 for selected values of (. The phase of the voltage gain changes from
+90° to —90° as the frequency increases from below the resonant frequency to
above the resonant frequency. The higher the circuit , the more abrupt is the tran-
sition in phase. This phenomenon is particularly 1mportant in oscillator design and
is discussed further in Chap. 7.

The half-power frequencies «,, @ at which |A(jw)| is reduced to (.707 times
its maximum value (the —3-dB frequencies) can be found by solving

-1
A(jw)| = 27 = ‘ [1 +iC (— - &)]

w, @

FIGURE 44

Phase response of under-
damped series resonant
circuits.

w < W, @ >y,

“
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’ 1 fw w, 27!
or - - = 1+Q —_—— —
2 W, w

which is equivalent to

w,

0 (E - &) - (4.10)

The solution of this equation can be facilitated by noting that | A(jw)| displays geo-
metric symmetry. That is,

c‘,)2
lA(w)| = ‘A (J'—D)
w
One of the half-power frequencies w, is determined by solving

2
) _ @

| —— =

(Y] Q

From the symmetry argument it follows that the other half-power frequency is
found from
3' d Wy
w; = — an W — Wy = —
01 ' o
The difference between the two half-power frequencies w, — w; is by definition the
circuit bandwidth B. Therefore, the bandwidthis .

[0

@,
B=—
Q

It will be shown in subsequent sections that this relationship among bandwidth, cen-
ter frequency, and Q also holds true for parallel resonant circuits with the band-

width being inversely related to the circuit Q. The bandwidth can be specified inde-
pendently of the center frequency w, since

@.11)

Do _ W2RC = 'f“, 4.12)

B =

and R isnota func‘ti'on of w,. The steady-state behavior of this circuit is complete-

ly described in terms of its center frequency w, and its Q.
>
Fd
EXAMPLE 4.1. Design a filter to couple a voltage source, with negligible source im-

pedance, to a 50- 2 load resistance. The specifications are that the filter center fre-
quency be 5 MHz and the bandwidth be 100 kHz.

Solution. A series resonant LC circuit can be used to meet the specifications. Since the
source impedance is negligible, the total series resistance is 50 2. The inductance is
determined using Eq. (4.12):

BR__30
B 2x(109
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The capacitance is determined from Eq. (4.8)
C = [(79.6 x 107%) (2% x 5 x 105?171 = 12.7pF
The complete filter, including the load resistor, is shown in Fig. 4.5,

The frequency response of the magnitude of Eq. (4.7) is plotted in Fig. 4.6 for
selected values of Q. For the overdamped circuit the gain rolls off at —6 dB per
octave at both high and low frequencies, but for the high-( case the attenuation rate
is much greater near the resonant frequency. The frequency response becomes more
selective (sharper) as the Q is increased. The pole-zero diagram shown in Fig. 4.7
provides a means for estimating the roll-off characteristics of the high-(Q filter. In
the high-Q case the circuit poles are close to the jw axis, and their distance from the
origin is approximately e,. The circuit gain at any frequency is the product of the
distances from the zeros to the desired frequency, divided by the product of the dis-
tances from the poles to the desired frequency. Thus at any frequency nw, where n
is an integer, the zero distance is nw, and the pole distances are (# — 1)w, and
{n + Dw,. Therefore, the magnitude of the gain is

|AGnw,)| = —eRIL__ nopR/L 4.13)
(n — Dw,(n + Do, (n?* — Nw?
R
Since =0! 4.14)
w,L
79.6 uH 12.7 pF FIGURE 4.5 ..
+ Series resonant circuit described in
I Example 4.1.
4 § sog ¥,
| ACiw}) ‘ FIGURE 4.6

Magnitude of the series reso-
nant circuit gain as a function
of frequency.
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FIGURE 4.7
Pole-zero diagram used to evaluate the magnitude of the frequency
response at the a2 th harmonic of the resonant frequency.

the attenuation at any harmonic of the circuit’s resonant frequency is given by

‘A("f’%) - (4.15)
A(jw,) Qr*—1)
As the @ of the circuit increases, the attenuation at the harmonic frequencies

increases. This equation can be most useful in circuit design, as illustrated by the
following example.

n

EXAMPLE 4.2. A series-tuned circuit is to be used to filter out the harmonics of a wave-
form. What must be the minimum circuit Q0 for the mplitude of the fifth harmonic to
be 40 dB below the amplitude of the fundamental frequency?

Solution. Forty decibels corresponds to a voltage ratio of 100:1. Therefore, since
lAGwo)| =1,
5

or Omin = 20.83

In some designs it may be necessary to keep  fixed and yet provide greater
out-of-band attenuation than can be realized using Eq. (4.15). For such problems a
higher-order filter will be necessary. Higher-order filter design is readily executed
by using a computer-aided design program such as FILSYN.!

sonant circuits are usually used as narrowband circuits. As such, they are
used to filter out all but a narrow frequency range of the input signal. The tran-
sient performance of these circuits can cause difficulties. These resonant circuits
are bandpass circuits, and the steady-state response to low-frequency inputs will
be zero. Yet, as Fig. 4.3 shows, narrowband circuits can have a large transient
peak to step input signals. The lower the damping ration (the higher the @), the
larger the transient response to step inputs. Many receivers use amplitude lim-
iters before narrowband circuits to limit the ringing that can be caused by large-
amplitude noise spikes. Another difficulty is that the narrower the bandwidth, the
longer it takes for the circuit to reach steady state. Figure 4.8 illustrates the tran-
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FIGURE 4.8

sient response of a series resonant circuit to a sinusoidal waveform whose fre-
quency is the same as the circuit’s resonant frequency. It is seen that the circuit
with the higher Q takes much longer to reach steady state than the lower-Q cir-
cuit. Very high Q circuits are best suited for steady-state applications, such as in
oscillators. -

Effect of Source Resistance

The analysis up to this point assumed that the source resistance was zero. If the
source resistance cannot be neglected, the equivalent circuit is as shown in Fig. 4.9;
the transfer function for this circuit is

| A Ry
A(s) = 2 = —~
Vi Ri+R;+sL+(sC)

_ Ry (Ry + R,)sC
-7 R+ RsILC + (R, + R)sC + 1

[N

(4.16)

This equation is identical to Eq. (4.1) except that R is replaced by Rp + R;,
and the transfer condition is multiplied by the frequency-independent attenua-
tion factor

Ry

K=—"——
RL+Rs

(4.17)

The effect of the nonzero source resistance is to reduce the amplitude of the trans-
fer function at all frequencies and to reduce the  of the circuit from w,L/R; to
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(-~ - FIGURE4Y

A series resonant circuit including a source
resistance R;.

A AA'
=
=
o

==

w,L/(Ry + R,), which is equivalent to widening the bandwidth by the same factor
by which the gain is reduced. The analysis is obviously the same if the inductance
L is modeled as an ideal inductor L in series with a resistance R;. Since

0= w,L
R, + R,

any additional series resistance reduces the circuit { (and increases the bandwidth)
without changing the resonant frequency. '

Voltage Application

Another property of the series resonant circuit is that the voltage across the reactive
components can be much larger than the applied voltage. The voltage across the
capacitor in the circuit shown in Fig. 4.1 is

Vi(s)

Ve = Grcy RsC ¥ 1

At the resonant frequency, the magnitude of the capacitor voltage is

‘/‘.
V.(jwo) = = 0V, 4.18
|Ve{jao)l @.RC o (4.18)
At the resonant frequency, the voltage across the capacitor is @ times the input
voltage. Since the'magnitude of. the reactance of the inductor is the same as that
of the capacitor at the resonant frequency, the voltage across the inductor will be
the same.

B 43
PARALLEL RESONANT CIRCUITS

In parallel resonance (actually antiresonance), two equal and opposite susceptances
are added in parallel so that the admittance, instead of the impedance, is a minimum
at the resonant frequency. For the parallel resonant circuit shown in Fig. 4.10, the
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+ FIGURE 4.10
A parallel resonant circuit.
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transfer function (transfer impedance) is
Vo(s)
I{s)

A(s) = =[sC+ (L) + R

_ SL/R, (4.3a)

T S2LC+sL/R,+1°F
This equation is identical to Eq. (4.3), except for the scale factor, provided L/R, =
RC, where R and C denote the resistance and capacitance, respectively, of the
series resonant circuit. Thus the results for the transient and steady-state res-
ponses of the series rescnant circuit can be used for the parallel resonant circuit,
provided

L

o "R
The only difference is that the magnitude of Eq. (4.3a) is equal to R, at the resonant
frequency, whereas it is equal to vnity for the series Tesonant circuit driven by a
voltage source. The resonant frequency

w, = [(LC)'?T (4.19)
is the same for both circuits. The Q of the parallel resonant circuit is defined as
L\"? L w,L
-1 _ e _ p-1 _ %
% == (C) ~% Tow TR,
R,

or = - 4.20
e WL (4.20)

Equations (4.19) and (4.20) permit one to determine the transient and steady-state
responses forthe paratlel resonant circuit using the results derived for the series res-
onant circuit. Table 4.1 summarizes the relations for the parallel and series resonant
circuits.

In the simple two-pole resonant circuits described here, Q and @, completely
describe the network. For the series resonant circuit, the higher the series resistance,
the lower the (. Just the opposite is true for the parallel resonant circuit. Any resis-
tance added in parallel with the tuned circuit reduces the resistance across the cir-
cuit and hence reduces the Q.

Nonideal inductors always possess finite resistance in series with the induc-
tance, and so a more accurate model of a parallel LC circuit is as shown in Fig. 4.11.
It will now be shown, with certain assumptions, that the analysis of this circuit can
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B TABLE 4.1
Relation of series and parallel resonant circuits

Series Parallel
Wy ey ey
w,L R,
¢ R w, L

R 7O\ (L 1/2
¢ E(Z) (2Ry) (E)

be reduced to that presented in the previous section for the parallel circuit with a
lossless inductor. The transfer function for the circuit of Fig. 4.11 is
V,(s) _ _ sL+r,

o A= Grer o1

(4.21)

This equation is of the same form as Eq. (4.3a) except that the zero is now
located at —r;/L instead of at the origin. If this zero distance is small compared to
w, that is, if w > r;/L, then to a first approximation the zero can be assumed to be
at the origin, and Eq. (4.21) can be accurately approximated by

sL
S2LC +sCr +1

which is identical to Eq. (4.3a), provided -

Als) =

2L - (woL)z

4,22
Crs rs T ¢ )

or R, =

If wL > r,, the parallel resonant circuit (Fig. 4.11) with a resistor in r; series with
the inductor can be replaced by the parallel resonant circuit shown in Fig. 4.12. This
approximation is almost always valid in the frequency region of interest since one
would not select a low- Q inductor for use in a high- Q circuit.

The appmxunauon is not valid at low frequencies where wl <« r, and w,L/r,
is referred to as'the inductor Q. Every inductor has a finite Q, so the overall Q

»
Vg

FIGURE 4.11
A paralle] resonant circuit including a resistor in
L series with the inductor.

Y|

®
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© ' FIGURE 4.12
Approximate equivalent circuit of
w,ty the circuit illustrated in Fig. 4.11.
I— L o = —F

of the tuned circuit must also be finite. Note that the @ of the circuit in
Fig. 4.12is
R, w, L

0=_F="" (4.23)

which is the same as the Q of the coil. This is referred to as the unloaded @, or Q,,
of the circuit. Any additional load resistance added across the circuit will further
reduce the (3, so the circuit (or loaded) @ will always be less than the inductor Q
unless active components are used.

EXAMPLE 4.3. The tuned circuit shown in Fig, 4.13 employs an inductor with a ¢, of
100. If a 100-k€2 load resistor is added across the circuit, what is the loaded Q7

Solution. The resonant frequency of the circuit (ignoring the finite resistance) is
w, = [(LO)VA)™" = 10° rad/s
The Q of the coil is 100; therefore,

Also, since w,L 3 r; for frequencies near resonance, the series resistor can be re-
placed by a parallel resistor R, where
w,L)?
Rp = ( a ) = 105 Q

rs

The total parallel resistance, including R;, is equal to two 100-k £ resistors in parallel,
or 50 k€2, and the loaded Q is

50 k2
. L= =50
. . w, L
I — T 10pF gwm Ry = 100k@

FIGURE 4.13
Parallel rescnant circuit discussed in Example 4.3.
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The parallel load resistor reduces the @ of the circuit by a factor of 2 below that
of the unloaded Q of the inductor.

Branch Currents

At the resonant frequency of the parallel RLC circuit, the output voltage is V, =
1; R,. The magnitude of the current through the capacitor is then

1. = V,w,C = Lw,CR,
RP

=1
w,L

=0l (4.24)

This equation shows that at frequencies near resonance the branch currents through
the inductor and capacitor can be much larger than the applied current.

W 4.4
PARALLEL RESONANT CIRCUITS INCLUDING TRANSFORMERS

Transformers are extensively used in resonant circuits to provide phase inversion,
dc isolation, and impedance-level shifting. Since the transformers already contain
an inductor, it is possible to form a parallel resonant circuit with a transformer by
simply adding a capacitor. The parallel resonant circuit_Q is directly proporticnal to
the parallel load resistance and inversely proportional to the magnitude of the
inductive reactance. High-frequency circuits will usually have a low input imped-
ance. For example, the equivalent load resistance of an antenna is small (on the
order of 50 ). These small impedance values make it difficult to realize high-Q
circuits unless some method is used to transform the load to a larger value. There
are several methods available to realize this transformation; the magnetically cou-
pled transformer is a frequently used technique. For the transformer circuit shown
in Fig. 4.14 the equilibrium equations are

di diy

=,y 4.25
Vi() ', + i (4.25)
o - di di,

d , =M1 =2 4.26
an . it =M = + Ly = (4.26)
or Vi(s) = sL1h(s) + sMLy(s) (4.250)
and Vo(s) = sMI (s) + sLa 5 (s) (4.26a)

where M is the mutual inductance between the input and secondary of the trans-
former, The standard dot convention is used, which places a dot on one terminal of
a coil and another on the terminal of a second ceil such that if current is sent into the
two dotted terminals, the magnetic fluxes linking the coils will reinforce each other.
With this convention M is always positive.
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FIGURE 4.14
A magnetically coupled tuned circuit.
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FIGURE 4.15
An equivalent circuit to the one shown in Fig. 4.14. Here the transformer
has been replaced by an ideal transformer plus two inductors.

There are many equivalent circuits for this transformer, but the one which has
the greatest utility in communication circuits is shown in Fig. 4.15. The ideal trans-
former contained in this circuit is a mathematical abstraction that facilitates the
analysis by simplifying the transformer circuit models. For the ideal transformer,

Vl = HV2
L
n

aﬂd I] =
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independent of frequency. Also, since no power is dissipated in an ideal trans-
former,

i
22 v
n

(4.27)

v V.
L) =2 =-n?2 () =n’Z,
1, L

The circuit model for the transformer of Fig. 4.15 is equivalent to that of
Fig. 4.14, provided the terminal voltage and current relations are the same

as given by Eqs. (4.25a) and (4.26a). The equilibrium equations for the
circuit of Fig. 4.15 are

I
Vis) = s(1 — KLy I(s) + sk*L, |:Il (s) + %]
2 (4.28)
LI
=sLL(s) + sk"Lilx(s)
K2Ly 1 kLy1
and Vy(s) = L) s = 2(5) (4.29)
These equations are the same as Eqs. (4.254) and (4.26a)}, provided
2
KL _ M (4.30)
n
kL
and — =L, (4.31)
n
That is, the equivalent turns ratio is
L\
=kl — 4.32
n | k (Lz) (4.32)
and k, referred to as the coefficient of coupling, is
. | u
, k= — 4.33
P (LiLy2 @33

One reason that this two-inductor model of the real transformer is so useful
is that in narrowband circuits, transformers are used which have a coefficient of
coupling k near unity. If k =~ 1, the model can be simplified to that shown in
Fig. 4.16; the transformer is represented by an inductor in parallel with an ideal
transformer (which simply reflects the secondary impedance, multiplied by the
turns ratio squared, to the primary). The model shown in Fig. 4.15 provides an
easily analyzable circuit when the transformer coefficient of coupling is close to
unity.
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FIGURE 4.16
A simplified version of the circuit shown in Fig. 4.15, valid when the
coefficient of coupling &k = 1.

EXAMPLE 4.4. Atightly coupled transformer with a primary inductance L, of 25 u H
and a secondary inductance L, of 400 u H is used in the circuit shown in Fig. 4.17a.
What is the overall frequency response of the circuit?

Solution. The tightly coupled transformer circuit can be replaced by the equivalent cir-
cuit shown in Fig. 4.16 (since &k == 1), Therefore, -

) L\ LAY 1
n= e a1 —_ = —

L, Ly 4
and the total primary capacitance is

2
CT=8+;=8+2(4)2=40pF

and the load resistance reflected to the primary is

400
HZRL = —16— X 103 = 25k&2

.

Thuys, with the load reflected to the primary, the equivalent circuit is a parallel-tuned cir-
chit as shown in Fig. 4.17b. The resonant frequency is

w, = {[(40 x 1071125 x 10732}~ = 31.6 x 10° rad/s

R _ 25 x 10°
o, (3.6 x 105)(25 x 10-6)

and Q= —31.68

Since the secondary in this circuit is coupled to the primary with an ideal transformer,
the output voltage is

Vo(t) =4 Vi(t)
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FIGURE 4.17
Equivalent circuits discussed in Example 4.4.

Transformers have a voltage gain equal to the turns ratio 1/# so, as in the pre-
ceding example, the transformer can provide voltage amplification. Transformers
with a turns ratio greater than | are frequently used in amplifier design for circuits
with a small load resistance. The transformer then increases the impedance seen at
the amplifier input. If the amplifier gain without a transformer is A, = g, R, then
the gain with the transformer is A = g, Rz /n.

'I‘ransfounners with Tuned Secondaries

Transformers with a turns ratio less than 1 are also used with voltage amplifiers.
The reduced voltage gain results in a smaller Miller capacitance (see Chap. 5) and
thus a wider bandwidth. Consider the amplifier with a tuned secondary circuit as
illustrated in Fig. 4.18a. If the transformer is replaced by the equivalent circuit
model, the equivalent circuit seen from the transistor collector is as shown in
Fig. 4.18b.
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FIGURE 4.18

{(a) A transistor amplifier inciuding a transformer-coupled circuit with a tuned
secondary; (b) simplified equivalent ¢ircuit.

-

The equilibrium equations are

IZ(S)] (4.34)

nV,{(s) = Skle[Il(s) +==

R,
= _L(s) ——F 4.35
and Vol$) = —h(s) =717 (4.35)
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The transfer impedance Zi2(s) can be found by eliminating /5:

2
Zul) = ‘1/_1 - s2k2L1C/n2S—l{csI;c12{I,ri J(R2Ry) + 1 (436)
Since from Eq. (4.31)
kKL, _1
nt O’
the transfer impedance is
Zuln) = ‘I/_, = $L,C Jf ilii/RL +1 (@37
which is also the equation of a parallel resonant circuit with
w, = [(L20)'°T” (4.38)

Equation (4.38) states that when the capacitor is placed in the transformer sec-
ondary, the resonant frequency is determined by this capacitance in parallel with the
inductance of the transformer secondary. The input impedance seen by the current
source I, is determined from

Vi(s) = sI(1 —k*)L; +nV,(s) (4.39)
with V, replaced using Eq. (4.37)
Vi(s) = shi(1 —KHL + nZ;(s)Il (5) (4.40)
The circuit input impedance (at the collector of the transistor) is
= 28 — $Li(1 — &) +nZp(s)
Vo) 2 Ly (4.41)
Zi) = g = LU=t G e LR +1
At the resonant frequency w,, the input impedanice is
: S Zi(jwn) = jwLi(1— k) + PRy ‘ (4.42)
The gransformer s tightly coupled if (k 2 1)
’ Zi(jw,) = n*R;, (4.43)

At the resonant frequency the tightly coupled transformer reflects back to the col-
lector of the transistor the load resistance R amplified by n?. If the turns ratio n is
less than 1, the collector voltage is less than the output voltage. This has the net
effect of reducing the base-to-collector voltage gain and hence reducing the Miller
capacitance.

If the capacitance is added to the primary, then

€1 = (L))
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and if it is added to the Secondary, then

C2 = (Law))™!
So the ratio of possible capacitors is
C; L _
F: = L—f = (n%)™! (4.44)

in a tightly coupled transformer. This equation shows that if n > 1, the transformer
circuit can be tuned by a smaller capacitor across the input, but if 2 < 1, a tuned
secondary will result in a smaller capacitor C,.

Double-Tuned Circuits

In addition to tuning either the primary or secondary of a transformer-coupled circuit,
it is possible to include tuned circuits in both the primary and secondary (double-
tuned circuits). A transformer-coupled circuit with parallel resonant circuits in the
primary and secondary is shown in Fig. 4.19. The transadmittance of this network is

Vo —kwans (4.45)
L (1= k)(CiC)V2(s* + ass® + aps® + a1 5 + ap) '
Where k is the coefficient of coupling, the primary resonant frequency is
w) = [(L,CHV*1! (4.46)
and the resonant frequency of the secondary circuit is
wy = [(LC)' A (4.47)
The values of the coefficients of Eq. (4.45) are
2 2
w1 w2 W)Wy w] + w;
a=—4+— a; =
To o T 010, 1k
(4.48)
.= wlw, wiay _ ojw}
'Toa-» T aa-8 “Ti-g
- —
" - 8]
R +
. P
CT R § o= Ly Ly oy 57} §Rz T
—

FIGURE 4.19
A double-tuned magnetically coupled circuit.
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. R, R;
where = — nd =
1 o1ln a Q> .

This transformer-coupled double-tuned network is a bandpass network with
four poles and a single zero at the origin. One method of double-tuned network
design is to obtain numerical values for the coefficients that correspond to an ap-
proximation of a desired frequency response (such as the Butterworth or Chebyshev
approximation) and then solve for the circuit values with Eq. (4.43).

For narrowband circuits the analysis can be simplified. If 01 = @, and both
circuits are tuned to the same frequency, wy = w» = wp, then for the loosely cou-
pled case (ki < 1) the approximate pole positions are found to be

- k
si, St 82, 83 = 2‘5" + jwa(l + 5_) (4.49)

For this circuit with equal input and output Q’s, it is easy to find the desired
circuit parameters for a maximally flat (Butterworth) filter (or any other filter
requiring two pairs of complex-conjugate poles) where the real parts of the poles
—w,/2Qare the same. For the Butterworth filter, the coefficient of coupling
k =1/Q. For this value of k, the circuit is said to be “critically coupled.” The
bandwidth is

212y,
B = 0 ) (4.50)
and the gain-bandwidth product is
GB = [(2C,C)*T (4.51)
For a single-tuned circuit, the gain-bandwidth product is
GB = (Ci+C)! (4.52)

(Here C; and C, are the primary and secondary capacitances, respectively.) There-
fore the double-tuned (lower-() method has a better gain-bandwidth product by at
least a factor of 2'/2,

Double-tuned circuits can also be designed for wideband operation.?

»
*

Autotransformers

The Q of a parallel tuned circuit is directly proportional to the load resistance
shunting the tuned circuit. In many applications this resistance is too small to real-
ize the desired @, and some method is needed to increase the load resistance shunt-
ing the tuned circuit. One method is to use a separate transformer, but a simple
method which often suffices is to place the load resistance across only a portion of
the inductor, as shown in Fig. 4.20. For analysis, the autotransformer can also be
replaced by the equivalent circuit shown in Fig. 4.21. The inductor serves as an
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FIGURE 4.20
A step-up autotransformer.

autotransformer. For the two circuits to be equivalent the equilibrium equations
must be the same. For the circuit of Fig. 4.20 the equations are

Vi=s(i+ Lo+ 2MYL + sl + MY (4.53)
Vo=s(Lo+ M)Il +slo5 (454)

where M is the mutual inductance between the two sections of the coil. For the cir-
cuit shown in Fig. 4.21, the equilibrium equations are

KL
Vi=sLh + : - I (4.55)
k2L kL
V== L+1 (4.56)
n n
These two sets of equations will be equivalent if _
L=L+L,+2M (4.57)
k2L
= 4.58
n L+ M (4.58)
L I/
‘ L m
— T ' |
o=KL : I *
o : | |
| » o |
| |
2 KL { } §R,_ %
! |
| |
| |
- | I
| | -
i |
e i -
I1deal
FIGURE 4.21

An equivalent circuit for the step-up autotransformer.
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: kL
and n=—= (4.59)
L,
Solving these two equations for k and n, we obtain
k= L,+ M
~ JLL,
L+ M
and n=
L,

Thus the equivalent turns ratio of the autotransformer is

L
n= kJL:Z (4.60)

where L is the total inductance measured with the load open-circuited and L is
measured with the input open-circuited:
v,

2=—

4.61
55 (4.61)

nL=0

And L and L, are proportional to the square of the corresponding number of turns
n & N/N,, where N is the total number of turns on the coil and N is the number
of turns on the lower section. This autotransformer is often referred to as an imped-
ance step-up transformer since the impedance seen by the primary in a closely cou-
pled transformer is n? times the load impedance and 7 is greater than 1. The deriva-
tion of the equivalent circuit for an impedance step-down transformer is left as an
exercise (Prob. 4.8).

Capacitive Transformers

Impedance level shifting can also be accomplished in narrowband circuits without

incurring the cost of expensive and often bulky transformers. One simple method of

increasing the impedance level is to use the capacitive transformer illustrated in

Fig. 4.22a. To analyze this circuit, consider first the impedance Z in parallel with

the inductof E (Fig. 4.22b). This impedance will be equal to the parallel combination

of a resistor and capacitor if certain conditions, which will now be derived, hold.
The impedance of the circuit shown in Fig. 4.22b is

R _ Rijw(Ci+C)+1

Z = (jwCy)™! - *
Vol + RiaCi 11 joC(RjaC: + 1) o
and the admittance is
. _ ijz(ja)Rcl +1)
Y(w) = Z &)] ! = -
(@) =[Z{jw) 1+ joR{C, + C2) (4.63)

_ JoCy(joRCy + 1)1 — joR(C) + C2)]
- 1 + @?R%(C) + Cp)?
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FIGURE 4.22
1 (a) A tuned circuit. (b) Impedance in
G parallel with the inductor containing a
z capacitive autotransformer.
I L %
(a)
o
oG

4

—p
O

)]

This circuit can be replaced (at some frequency) by the simpler parallel circuit
shown in Fig. 4.23, provided the admittances are equal at that frequency. This
requires that both the real and imaginary parts be equal. That is,

G — 1 —w?*RCICy + 0 RCH(C) + C2) _ @*RC? @ 64)
FT R, 1+ w?RYC, + C;)? T 1+ @?RYCy + Cy)? '
a)Cz + w3R2C1 (Cl + Cz)Cz
d C, = 4.65
an @hr 1+ w?R%(C; + Co)° (465
The parallel resistance )
1+ & R¥(C, + C,y)?
Rp - +w ( 12+ 2) (4.66)
: @?RC;
is approximately - .
PR 2
R, ~R (Cl a Cz) (4.67)
2
FIGURE 4.2}
J_ A narrowband equivalent circuit for the capacitive
T c R, autotransformer,
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provided that «?R*(C, + C2)? > 1. Under the same conditions,

C2+ @ R*CIC+ C)Cr . C1Cy
14 w?R3(Cy + C3)? C+G

These equations show that the two capacitors have the effect of transforming the
resistance up by the turns ratio squared where
Cy
=14+ — 4.69
n G (4.69)
provided w?R%(Cy + C2)? > 1. In this case the circuit of Fig. 4.22b can be re-
placed (for analysis) by the simpler parallel RC circuit shown in Fig. 4.23.

If the approximation cannot be made that w?R%*(C; + C2)* > 1, then the cir-
cuit is best analyzed by using computer-aided techniques. Fortunately, narrowband
capacitance transformers are normally designed so that the approximations are
valid in the frequency region of interest.

C, =

(4.68)

EXAMPLE 4.5. Determine the response of the interstage coupling circuit shown in
Fig. 4.24a. The output impedance of the first transistor amplifier can be assumed to be
infinite, and the input impedance of the second stage is R£2.

Solution. The equivalent circuit is shown in Fig. 4.24b. If @?R*(C, + C2)* > 1, the
circuit is equivalent to that shown in Fig. 4.25, where
GG
T C 1+ Ca

(4.70)

14 FIGURE 4.24

(a) A two-iransistor amplifier with a

L capacitive transformer in the interstage
coupling network; (b) a small-signal

[ ¢ |/ equivalent circuit for the interstage

Y network.

-
'”_LI_
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FIGURE 4.25
l The interstage network of Fig. 4.24a

modeled as a parallel resonant circuit.

C 2
and R, = (1 + —‘) R @.71)
C,

The response of this equivalent parallel tuned circuit is now well known. The center fre-
quency is

w, = [(LC)2]! 4.72)

and the circuit

R _(G+&) (GG 7

= = R 4.73
=L~ ar” \t+G @7

At the resonant frequency the voltage at the collector of the first transistor is

Ci+ G\
Ve = —(Bis) Re = —ﬂib( s 2) R (4.74)
G
and the input voltage to the second stage is
. G L Ci4C

Vi = ~(Bis) R = —(Biy) R 475
(Bis) Ry, GG (Bis) (4.75)

M 45

IMPEDANCE MATCHING AND HARMONIC FILTERING
USING REACTIVE NETWORKS

Besides the transformers previously discussed, reactive networks can be used to
match impedances over a narrow frequency range. These networks, properly de-
signed, also.serve tq filter out harmonics of the signal frequency. The filters
described here are’composed only of lossless reactive elements, since resistive com-
ponents would result in power’s being dissipated in the coupling network while no
power is dissipated in a network consisting solely of inductors and capacitors. The
simplest design method utilizes the fact that at any frequency any series combina-
tion of resistance and reactance can be converted to an equivalent parallel combi-
nation of similar elements (or vice versa).

The input impedances of the two networks illustrated in Fig. 4.26 are equal pro-
vided
tR,jX, = R)X] . X,R2 476

RtjX, R+X2 'R+x

Z, =R +jX, =
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£jX, FIGURE 4,26

Any series combination of resistance
and reactance is equivalent to an equiv-
alent parallel combination at a given
frequency.

Z_,J .
—_— =+ jX o R,

Since both the real and imaginary parts must be equal, Eq. (4.76) is equiva-
lent to

R, X:
R=xix “.77)
P + P
d X XK, (4.78)
an P T .
RZ+ X2

It is seen that the series and parallel reactances will be of the same type (since
they are of the same sign). If one is capacitive, the other will be also. The equations
for converting from series to parallel impedances can be derived in a like manner
(equating admittances). They are .

ot R+ X2
R,=—_—"—2 4.79
=R 4.79)

R2 X2
and X, = -;— (4.80)

The application of these relationships is best illustrated by an example.

EXAMPLE 4.6. The input impedance of a transistor amplifier is equal to 10 £ in series
with 0.2 uH. Design a matching network so that the input impedance is 50 £ at
20 MHz.
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2510 FIGURE 4.27
[ — Network discussed in Example 4.6.
Ry Matching
network 100
L

Solution. At 20 MHz the inductive reactance of a 0.2- uH inductor is 25.1 . The
problem then is to convert the series impedance 10+ j25.1 to a resistance of 50 £,
using a lossless matching network as illustrated in Fig. 4.27. Equation (4.79) shows that
the equivalent parallel resistance is larger than the series resistance. In this case,

_ 10t +2512
R [
which is larger than the desired value of 50 2. The parallel resistance could be reduced
by shunting the equivalent 73- €2 resistance with another resistor, but this would result

in power loss in the coupling network. Equation (4.79) shows that if X, is smaller, R,
will be smaller. In fact, if X satisfies the equation

R 3

107 4 x?
50= ———=
10
or iX, = jao0'? = j20

then the comect impedance level can be reached. The magnitude of X; can be reduced
by adding a capacitive reactance of —j5.1 (0.00156 wF) in series with the load. If
this is done, the equivalent parallel resistance is 50 £2, and the equivalent parallel re-
actance is

10° 420
7 T

The reactance can be canceled by adding 4 parallel capacitor of — 25 (318 pF) in par-
allel. The complete circuit is shown in Fig. 4.28.

iX, = j25

[

Matchiﬁg network Load FIGURE 4.28

_mtj‘s_.l_n_l I__j_zs_l_n _____ "1 Alossless matching network
o i y | solution to Example 4.6.

1‘6
=
A A B
|
I
<
&
p=]
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' 2510 FIGURE 4.29
P SE— Network discussed in
Example 4.7.
L ossless
= 50 (t——> coupling 100 2
network
Or———

The preceding example illustrates the matching of a load resistance to a larger
source resistance, The same technigue can be used for matching a load resistance to
a smaller source resistance,

EXAMPLE 4.7. Design a lossless matching network to couple the impedance shown in
Fig. 4.29 to a 50- £ source impedance at 20 MHz.

Solution. Since the series-to-parallel transformation always results in a larger parallel
resistance, there is no series reactance that will directly transform the 100-Q resistor
to a parallel equivalent of 50 €. There are, nevertheless, many possible matching net-
works that can be vsed. One network would consist of adding a capacitive reactance
of —;25.1 £ in series and then adding a reactance in parallel (as shown in Fig. 4.30)
that will transfer the 100 £2 to a series resistance of 50 . Using this approach, X, is
selected so that

2 2
o R, X, e 100X,
R+ X2 100% + X2
Therefore,
50X2 = 50(100)*

or X, =100

The magnitude of X, must be 100 €2, but it can be either capacitive or inductive.
An inductor would be selected in cases where it is desired to filter the low-frequency
components from the load, and a capacitor would be selected if it is desired to filter

the high-frequency components, Once ‘X, is selected, then a series reactance of the
opposite sign must be added to cancel the equivalent series reactance (in this case

~j25.1 4 2518

. ' 5
" | £
e 1\ ’m\_"
Z; =50 4+ jX ~———i jXp §1000
O
FIGURE 4.30

Intermediate solution to Example 4.7.
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-js0Q - -J25.19 J25.10 FIGURE 4.31
{ ( —{ ( BIT— A lossless network for
Tal G Ly matching a 100-£2 load to a
50-£2 source.
Z; = 500 — lq%jl()ﬂﬂ RL§1000

X; = — j50). A completed circuit is shown in Fig. 4.31. If the input impedance is to be
real at 20 MHz, the corresponding component values are C) = 159 pF, C; = 317 pF,
L, =0.8 uH, and L, = 0.2 gH. If one preferred to filter the high-frequency compo-
nents instead, the — j50-2 capacitor would be replaced by a +j50-Q inductor, and
the shunt inductance would be replaced by a — j100-Q capacitance.

In the design of the coupling networks in the preceding two examples, no
consideration was given to the frequency response of the circuit. Circuit (Q is often
specified to provide a quantitative measure of the attenuation. Circuit @ is an
ambigunous term, depending upon the transfer function under consideration. The
transfer function of the circuit input impedance is generally different from that of
the transimpedance (the latter is important when the circuit is driven by a current
source), which is, in general, also different from the voltage-gain transfer function.
In the previous example it was shown that the equivalent input impedance could be
represented by a 50- Q resistor in parallel with capacitive and inductive impedances
of 100 €2. The circuit ¢ is often interpreted as ¢ = 100 = 0.5, This is the Q of the
circuit input impedance, and it is only valid at one frequency. The transfer 1mped—
ance of this circuit (shown in Fig. 4.31) can be written as

‘;"(s) = Zu(s) = RLLCys” (4.81)
i(s) s2 (L1 + La)Co+ R Cos + 1

Note that the transfer impedance describes a high-pass transfer function. The
magnitude of the transimpedance as a function of frequency is plotted in Fig. 4.32.
The @ of a high-pass or low-pass network has no meaning in terms of bandwidth.

The transfer impedance represents a high-pass transfer function, and the @ of
such a filter cannot he interpreted as the center frequency divided by the bandwidth
as in the bandpass filter. Also, if the source is a voltage rather than a current source,
it is the voltage transfer function that is of interest. Since the voltage transfer func-
tion will be different from that of the transimpedance, the Qs will not generally be
the same. Whether the source is a voltage or current source must be specified before
the Q of the circuit can be determined. The network of Fig. 4.31 can be made to
have a bandpass transfer impedance by adding a parallel resonant network across
the input as shown in Fig. 4.33. If this network is antiresonant at 20 MHz, then the
input impedance will still be 50 €2 at that frequency. If this is a high- O network, the
2 of the transfer impedance will approximate the Q of the parallel network. If
precise circuit impedance and frequency characteristics are required, it is better to
use network synthesis techniques and computer-aided design programs.
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40_
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g i
o
< 20|
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] [ I A B A | | I I B I
106 107 108
w
FIGURE 4.32

Frequency response of the magnitude of the transimpedance of the circuit

shown in Fig. 4.31.

1t I
o 1t 11
o) fat Ly
Cp:: % Lp %L, Ry
O
Voltage Gain

Since no power is lost in a lossless network,
P, = P,

- FIGURE 4.33
The high-pass transimpedance
shown in Fig. 4.31 has been
converted to a bandpass trans-
fer function by the addition of
the parallel resonant circuit at
the input.

If the input impedance of the network is matched to the source resistance,

o

P =
4R, R,

so the magnitude of the voltage gain is

A, =

M| =
m|&

See Fig. 4.34.

v:  v?
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P, )
R.l'
Lossless matching network R, §
v

FIGURE 4.34

. 4.6
FILTER DELAY AND SIGNAL DISTORTION

The design of filter frequency-response characteristics has been largely concerned
with the magnitude of the frequency response. Filter phase characteristics are also
of importance in modern communication systems. The effect of phase shift on the
signal is seen by determining the response of a linear filter F(s) to an input signal
Vi (s). The filter output

Vo(s) = Vi(s) F(s)

If the filter output signal is to be a delayed replica of the input signal (that is, undis-
torted in shape), then

Vo)y=V,¢t -T) -

and Vols) = Vi(s)e™"
Therefore, the filter characteristics for this undistorted response must be of the form
_ Vo(s) T
F(s) = Ve € (4.82)

The magnitude of the filter response
|[F(jo)| = le™7*T| =1
must not vary with frequency, and the filter phase shift as a function of frequency
. agFjo) =age " = —oT

must be linear if the odtput waveform is to be a delayed replica of the input signal.
If the phase shift is not linear, then not all frequency components of the input signal
are delayed to the same degree.

The filter delay has become an accepted method of describing the effect of
phase nonlinearities on the input waveform. The common definitions for describing
filter delay are group delay and phase delay. Group delay describes the delay of a

group of frequencies; phase delay describes the delay of a single sinusoid. Group
delay (also called envelope delay) is defined as

d arg F(w)

P =

(4.83)
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and phase delay is defined as Flo)
arg F(w
dp(w) = _g—w_m (4.84)

where F(w) is the filter phase shift in radians. The group delay is the negative of
the slope of the filter phase shift. The filter group delay and the phase delay will be
equal at all frequencies if the filter phase shift is linear. That is, if arg F(w) = —oT,

then

doT oT
D(m):j—sz ad  ¢p@)=—=T

For other filters the two delays are not the same.

EXAMPLE 4.8. Compare the group and phase delays of a first-order low-pass filter,
Solution. For a first-order low-pass filter, the filter response is
. -1
®
F(jw) = (’_ + 1)
@y,

where w; is the —3-dB frequency. The phase shift is

arg F(jw) = —tan | —
L
so the phase delay is
tan~! (& /ew)
dplw) = tan”_(@/ewr) (4.85)
w
and the group delay is
@
Diw)y= —— 4.86
@ = (4.86)
The two delays are plotted as a function of frequency in Fig. 4.35.
0 —
’ —
I 10w/
0.1
FIGURE 4.35

Phase delay ¢p (@) and group delayD{(w) of a first-order low-pass filter.
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Phase-equalizer circuits, which have phase shifts but whose gain magnitudes
do not change as a function of frequency, can be added to the filter in order to lin-
earize the phase response over the filter passband.? Equalization can result in a
phase-frequency diagram such as the one illustrated in Fig. 4.36. The phase is linear
across the passband (w; — w;) and can be approximated by

arg F(w) = —Tw — 6,

where —6, is the phase at w = 0. The nonzero value of the phase at w = 0 is
known as phase-intercept distortion. This type of distortion can affect modulated
signals whose carrier contains information, The problem will be described by show-
ing the effect of phase-intercept distortion on an amplitude-modulated signal.

A carrier modulated by a sine wave is described by the equation

S5() = (1 4+ mcoswpt) cosw,t

m m
= cosw,.t + 0 cos (w, — wy)t + ) cos (w, + wy)t
where ®,, = modulating frequency
m = modulating index
w, = carrier frequency

and 1+ mcos w,t is known as the signal envelope. The modulated signal has a
frequency component at the carrier frequency plus upper and lower sidebands at
the sum and difference {requencies (w. + w,). If the modulated signal is passed
through a linear phase filter that has phase-intercept dlstoruon the output signal
(assuming the filter gain is constant) is

S, = cos[w.(t — T) — 8,] + %cos [(@e — @m)(t — T) — 6,]

ik + om)(t —T) — 6]
+ 3 cos [(w, + wy, ° (4.87)

=[14+mcos @, — T} cos w, [t - (T + %)]

FIGURE 4.36

Phase response of a network
that includes phase-
equalization circuitry.

arg Flw)
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The envelope of the signal is delayed by the group delay 7. If the group delay had
not been constant, the two sideband signals would not have been delayed equally
and the resulting envelope would also have been distorted. For the modulated sig-
nal the carrier component has been delayed by phase delay. If synchronous detec-
tion is used (see Chap. 12), the output amplitude can be reduced because of the
phase-intercept distortion.

B 47
PROBLEMS

4.1 (a) Determine the O, bandwidth B, and resonant frequency of the circuit illustrated in

Fig. P4.1.
(b) Repeat (a) with a 50- £ resistor added in series with the voltage source.

F FIGURE P4.1
A series resonant circuit.

2uH 1

L1k

b LA
- T

4 50 0

-~

4.2 For the circuit of Prob. 4.1 find the frequency at which the voltage across the capacitor
is a maximum. Express the capacitor voltage at any frequency in terms of the circuit Q.
Is this frequency the resonant frequency of the circuit? Explain.

4.3 Derive Eq. (4.6).

4.4 (a) Calculate the resonant frequency @ and bandwidth of the circuit illustrated in
Fig. P4.4.
(b) What is the attenuation of the third harmonic compared to the fundamental fre-
quency amplitude? Of the fifth harmonic?
4.5 Repeat Prob. 4.4 for the case where a 5- Q resistor is in series with the inductor.

.

. FIGURE P4.4
- A parallel resonant circuit.

! =~ 15 pF Ez »H §50 k0

4.6 A0.1-pH inductor with a @, of 100 at 1 MHz is used in a series resonant circuit with
a 50-Q load resistor. What must be the capacitance for the circuit to resonate at 1 MHz?
What is the circuit Q7
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4.7 The output impedance of the transistor used in the amplifier shown in Fig. P4.7 is
50kQ. Does this affect the circuit bandwidth? What will the bandwidth be if the

inductor has a Q,, of 100? The capacitor C = 160 pF.

v

o
pl

o
IL
1t v,
G
: " 1
IL ]
= it "
Co
Vee
FIGURE P47

A transistor amplifier with a tuned circuit load.

4.8 Derive the equivalent turns ratio for a closely coupled step-down autotransformer.

49 If C; =100 pF, for what value of C, will the input impedance of the circuit in
Fig. P4.9 be real at 20 MHz? Are there any values of C; for which C; cannot
be adjusted to make the input impedance real at this frequency?

. 04 FIGURE P4.9
T T £11 _ A load resistance and loss-
‘ less matching network.
Z— o= e §RL =1000

4.10 Design a lossless coupling network to match a 50- 2 load to a 20-Q source resistance.
What are the component values if the operating frequency is to be 20 MHz? Is the
transfer impedance a low-pass bandpass or a high-pass circuit? What about the input
impedance? What is the magnitude of the circuit’s voltage gain?
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4.1

4.12

4.13

4.14

4.15

4.16

4.17
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Design a lossless coupling network that matches a 10 + 5-Q2 load to a 50-2 source
impedance.

Design a lossless coupling network that matches a 10-Q load in parallel with a
+5j-£2 reactance to a 50- Q source.

Design a lossless coupling network that matches a 50- Q2 load impedance to a 15-Q
source impedance. Do the Q values of the input impedance and the transfer impedance
have practical significance? What is the bandwidth of the transimpedance? What is the
magnitude of the circuit’s voltage gain?

Determine the value of C, for the circuit shown in Fig. P4,14 to be resonant at w, =
4 x 10° rad/s. Determine the circuit input impedance and also the output voltage at the
resonant frequency if 7 = 1072 sin (4 x 10%¢). The transformer is tightly coupled. If
the unloaded @ of the secondary coil @; is 70, what is the circuit bandwidth? Also, L,
i8 0.30 #H, and M is 3 pH.

—M— FIGURE P4.14
A transformer circuit with
a tuned secondary.

Find (approximate) the half-power bandwidth of the circuit shown in Fig. P4.15. Here
Cis 1000 pF, Lis 10 uH, ris 192, and Ris 10kQ.

© FIGURE P4.15
A parallel resonant circuit,
S

Al
[A)
o)

In Prob. 4.15, if the circuit is excited by a 1-A peak sinusoidal current source with a fre-
quency of 5 times the resonant frequency of the circuit, what will be the amplitude of
the output?

Design a lossless coupling network that matches a load impedance of 100+ 5 2 toa
50-$2 source impedance.




4.7 Problems 141

4.18 The transistor in the circuit shown in Fig. P4.18 has an input impedance of 1 k2 and
an output impedance of 80 k2. The unloaded @ of the inductor is 100, The transistor
current gain g is 100.

{a) What is the resonant frequency of the amplifier?

(b) What is the amplifier bandwidth?

(c) What is the radio of the third harmonic output to the fundamental output?
(d) What is the voltage gain at resonance?

oc
=
Ry T 10pF 10 uH 5ko
Q
A
500 _T_

V,.
FIGURE P4.18

A voltage amplifier with a tuned circuit load.
4.19 Show that the gain-bandwidth product of the single-tuned inductively coupled circuit
is given by Eq. (4.52).

4.20 For the circuit shown in Fig. P4.20, L, =L,=20 uHand M = 8 pH. What value
of C is required for the input impedance to be resonant at 1 MHz? What will be the

circuit Q2 v,
‘o FIGURE P4.20
An autotransformer.
-
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4.21 Derive expressions for the voltage gain as a function of frequency, center frequency,
and bandwidth of the circuit shown in Fig. P4.21.

R FIGURE P4.21
M AR © . Abandpass filter.
1 !
v L 4 v,
1 ] |
- .

4.22 Alow-pass filter consists of two first-order low-pass filters connected in cascade. If the
_3_dB bandwidth of each filter section is 100 kHz, what are the phase and group
delays of the composite filter at 1000 kHz?

4.23 Calculate the output voltage of the amplifier in Fig. P4.23.

FEEEI

R1 1k R2

N G2
Q2ZN2222 Q2N2222

1my
V5 R5 2k

FIGURE P4.23
4.24 Calculate the output voltage of the amplifier in Fig. P4.24.

*4.25 (a) Design a parallel-tuned circuit which resonates at 1 MHz, using a 1 H inductor
with a Q of 100. Determine the accuracy (or inaccuracy) of Eq. (4.22). Evaluate
the circuit’s response, using steady-state analysis and by determining the transient
response to a 10-MHz sine wave input. The two responses should agree. (Note that
the analytical solution to this problem is relatively simple. Some of the parameters
used in the computer transient simulation will need to be optimized in order to get
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rin

R2 =2

Q2N2222 Q2N22272

I

Vb = Vbl = 3.7V

FIGURE P4.24

the results of the two simulations to agree, including the time step and RELTOL
parameters).

(b) Repeat (a) with the circuit driven by a voltage source {with a 50-$2 source resis-
tance} driven common-emitter amplifier (using a Q2N2222A with a 8 of 100 and
a single 9-V supply). The voltage gain at the resonant frequency should be 10
(£10 percent).

{c) Design a lossless matching network for the tuned circuit so that the amplifier input
impedance is 50 2 resistive at the resonant frequency. Verify the result.

"4.26 (a) Design an unbalanced parallel-tuned circuit amplifier with a voltage gain of 10 (or
greater) at the resonant frequency (using Q2N2222A transistors with a § of 100
and a single 9-V supply) which resonates at 1| MHz using a 14 H inductor with a
© of 100. Determine the accuracy (or inaccuracy) of Eq. (4.22). Evaluate the cir-
cuil’s response, using steady-state analysis. The circuit is driven by a voltage
source with a 50-£2 source resistance. The circuit should be designed so that the
resulting (2 is as high as possible.

() Design.a balanced version of the circuit specified in {(g).

H 48
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High-Frequency Amplifiers and
Automatic Gain Control

" 51
INTRODUCTION

Vartous applications in high-frequency communication circuits require amplifiers.
Amplifiers connected to the output of mixers, modulators, and demodulators serve
as buffer amplifiers, where they provide a constant-load impedance and gain. Other
applications include IF amplifiers, repeaters for cable communications, power
amplifiers, power-amplifier drivers, and video amplifiers. This chapter considers the
design of amplifiers for applications in which the actual frequency response of the
transistors must be considered. Transistors have an upper frequency limit beyond
which they do not provide any gain; the frequency response of various transistor
amplifier configurations is evaluated in this chapter, and then methods for extend-
ing the frequency range of the amplifiers are described. Amplifiers must often auto-
matically adjust gain in response to variations in the input signal amplitude. This
ability is called automatic gain control, or AGC. Several AGC systems are analyzed
in Sec, 5.4,

B 52

HIGH-FREQUENCY PERFORMANCE OF BIPOLAR AND
FIELD-EFFECT TRANSISTOR AMPLIFIERS

BJT I’-Iigh-Frequency Model

The bipolar transistor’s frequency-dependent properties are accounted for by includ-
ing the base-emitter capacitance C,, the base-collector junction capacitance C,,
and the collector-to-emitter terminal capacitance C, in the small-signal equivalent
circuit shown in Fig. 5.1. The capacitance C, is actually composed of a diffusion
capacitance plus a capacitance that represents the space charge layer present at the
base-to-emitter junction. The junction capacitances vary inversely with the voltage

145
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IT°L L
A U

FIGURE 5.1
A small-signal, high-frequency equivalent circuit of the bipolar transistor.
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across the junction. A detailed description of these capacitances can be found in the
literature. For our purposes all parameters in the model can be assumed to be inde-
pendent of frequency. Although this is not true for all transistors, there are a large
number of devices for which the model is accurate at frequencies up to 100 MHz.

At higher frequencies parasitic components, such as lead inductance, become
important. How the capacitances limit high-frequency performance can be seen by
calculating the short-circuit current gain. To do this, the output is short-circuited as
shown in Fig 5.2. Since r, and C, are short-circuited, no current flows through
them and

I, = _(gm - ch,u)v
It is the case that in the frequency region of interest I, = —g, V. The voltage V is
given by -
V= : Ibr 4
jors(Cx +C,) +1

so the short-circuit current gain is
A = L _ —8mlx = —F
"T L jorg(Ca+C)+1 jor(Cr+C)+1
The low-frequency short-circuit current gain is 8. At higher frequencies the gain

is reduced because of the two capacitances. The —3-dB frequency is referred to as
wg, and

(5.1)

*

wg = [r(Cx + CO1™' =27 f; (5.2)

O
—

,(D Tc, 3- %

FIGURE 5.2
Equivalent circuit for calculating the high-frequency, short-circuit current gain.

__)|_
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At the frequencies near and above wg the current gain becomes frequency-
dependent, and the base and collector currents are no longer in phase.

An important figure of merit for the transistor is the frequency fr at which the
magnitude of short-circuit current gain becomes unity. That is,

Al =1= 4 ~— P
{1 + {wTrJr(C;rr + C;,L)]?']l/‘2 wTrIl'(CJT + Cu)
B 8m

or wr

r-{Cz +C,) Cr+C, 63
Note that both wz; and wr depend upon the transistor’s operating point. The
transconductance g, is directly proportional to the collector current: Although C,
and C, are not as dependent on the operating point, they do depend on the junction
voltages. Increasing the collector bias current will increase fr. Although C, is
normally not specified on data sheets, C,, is usually given as C,; (collector-to-base
capacitance) or C,;, (output capacitance, common-base configuration),

EXAMPLE 5.1. The 2N3904 is specified to have an fr of 3 x 10° Hz, a g8 of 100,
and C,; =4 pF. Determine the parameters to be used in the hybrid-m model. The
collector direct current is 10 mA.

Selution. Since the collector current is 10 mA,

0026 x 100

Ty = 001 =260 Q
and Em =40 x 1072 =048 ~
Then C, is determined from Eq. (5.3):

wr =23 x10%) = %
or Cr +C, =210pF
So Cy = 206 pF

The resistance r, is normaily not given, but a value of 15 k<2 is a good approximation.

Current Gain-Bandwidth Product

The unity gain frequericy fris also referred to as the current gain-bandwidth prod-
uct of the device, since

Wr = Eml'r Wy
and g,,r, is the magnitude of the low-frequency short-circuit current gain:

A = —8mlr ~ —8m - ~—wTr
" jeors(Ce+C)+ 1 joCr+C))  jw

(5.4)

So, at any frequency greater than g the magnitude of the short-circuit current gain
is readily determined.
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EXAMPLE 5.2. What would the short-circuit current gain be at 10 MHz for the 2N3904
transistor of the preceding example?

Solution. Since the gain-bandwidth product is 3 x 10° Hz, at 10 MHz the gain will be

3 x 108
i = ———— =130
107

The gain-bandwidth product of the device serves as a useful rule of thumb for
estimating the gain at any frequency. At frequencies below wg the magnitude of the
current gain is equal to 8.

FET High-Frequency Model

The performance of a field-effect transistor is limited at high frequencies by para-
sitic capacitances, as is that of the bipolar transistor. The high-frequency perfor-
mance can be described in terms of the equivalent circuit shown in Fig. 5.3. The
gate-to-source capacitance Cg, and the gate-to-drain capacitance C,, are junction
capacitances that are inversely related to the voltage across the junctions. The
actual relationship depends upon the particular manufacturing process used, but
since the source voltage will be less than the drain voltage, Cg, will usually be
larger than Cgy. The drain-to-source capacitance Cy, is the stray capacitance asso-
ciated with the device package. The capacitances of junction and insulted-gate
field-effect transistors differ in how they vary with the operating point, but the
small-signal amplifier models are similar. We will now discuss the high-frequency
behavior of these amplifiers.

The hybrid-m models of the junction and field-effect transistors are shown in
Fig. 5.4. The only difference between the BIT and FET equivalent circuits is the
resistor 7, included in the small-signal model for the bipolar transistor. The mid-
frequency input impedance of the common-emitter amplifier is r,, whereas that
of the common-source amplifier is very large and is considered to be infinite. The
output circuits of the two devices are the same except that the bipolar transistor
is essentially a current-controlled device, while the FET is a voltage-controlled
device. Also, the transconductance of bipolar transistors is proportional to the
collector direct current, while the transconductance of a field-effect transistor is

~

Cou
,* Go H oD
Cp o g N 2
EmVes
S0 -
FIGURE 5.3

A small-signal, high-frequency equivalent circuit of a field-effect
transistor.
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FIGURE 5.4
High-frequency equivalent circuits of (&) the BJT and (&) the FET.

propottional to the square root of the drain direct current. Nevertheless, the circuit
models are identical, and the same equations can be used for both. Before studying
the frequency-dependent properties of these amplifiers, we will discuss a network
theorem that is extremely useful for the analysis of transistor amplifiers.

Miller’s Theorem

Consider the network configuration indicated in Fig. 5.5. Nodes 1 and 2 are inter-
connected by the impedance Z, At any frequency the voltage gain between these
two nodes can be given as

- —~ =K

Generalty K is frequency-dependent.

We will now show that the current 7; drawn from node 1 through Z can be
cbtained by disconnecting Z from terminal 1 and by bridging an impedance
Z/(1 — K} from node 1 to ground, This follows since

Vi—V, _ Vi—KVi _Vi1-K) W

I = = = =
! Z Z Z Z,

(5.5)

" where 2= ——
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4 'z FIGURE 5.5
AN A voltage amplifier with
impedance Z connected
between the input and output.
o o o o
% 7
o 0

Therefore, if Z is replaced at node 1 by an impedance Z; connected between
node 1 and ground, the current leaving node 1 will be the same. The current
leaving node 2 is

LV _VM-WK W
Tz T Z A
KZ

h Ty ——
where 2=

(5:6)

If Z, is connected between node 2 and ground, the current leaving node 2 will be
the same. Miller’s theorem states that if the network illustrated in Fig. 5.5 has a
voltage gain K between two nodes, then any impedance connected between those
two nodes can be replaced by an impedance at each node connected to ground,
as illustrated in Fig. 5.6. The values of the impedances are given by Egs. (5.5)
and (5.6).

O O O -0
) ¢ ¢’
. I
z 1
s Zl-I_Kgl ézz_xx_zl
O O
FIGURE 5.6

An equivalent circuit of the amplifier shown in Fig. 5.5 but
without the feedback resistor. :
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4 FIGURE 5.7
A common-source amplifier.

0

e
r

Stk

High-Frequency Response of FET Amplifiers

||L

Common-source amplifier

The utility of Miller’s theorem can be appreciated by applying it to the analysis
of the high-frequency performance of the FET amplifier illustrated in Fig. 5.7.
The small-signal, high-frequency equivalent of the amplifier is given in Fig. 5.8.
If R, > R, thenV, = V;, and the midfrequency voltage gain 1is

_Va
A mR’
v Vl —&
R
where R, = Lld
Ry +rg

We will now use Miller’s theorem to replace the gate-to-drain capacitance by two
capacitors, one connected from gate to ground and one connected from drain to

(ERY,
. N I\
ng
* R
§ I CD é W oG §RL
K gml(gs
1 <4 1 4 L L <
FIGURE 5.8

A small-signal, high-frequency equivalent circuit of the common-source amplifier.
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ground, as illustrated in Fig. 5.9. The impedance from gate to drain is Z =
(f coCM)—l , 50 the impedance to be added from gate to ground is [Eq. (5.5)]

Zy = [joCpu(l — AN = [joCp(l + gnR;)1*
and the impedance to be added from drain to ground is {Eq. (5.6))

A, 1+g,,,R'L) -1
- c [ —Lom"L
= jwCe(A, — 1) ["“’ g‘*( P

The gate-to-drain capacitance is replaced by a capacitor

Ci = Cpa(l + gnRy) (3.7
connected from gate to ground, and a capacitor
1+ gnR;
C;=Cpu———= (5.8)
¥ emRy

connected from drain to ground. If the voltage gain is large, the capacitance shunt-
ing the input is large. In a high-gain inverting amplifier any capacitance connected
from input to output is equivalent to the same capacitance shunting the input, but
with its value amplified by the voltage gain. This is known as the Miller effect. The
Miller effect limits the high-frequency performance of high-voltage-gain amplifiers.

If we again assume that R < R,, the complete frequency-dependent transfer
function for the circuit of Fig. 5.9 is

Yo _ —&n Ry (5.9)

Vi  (JoRCr+ D(joR,C, k1)
where Cr=Cp + Cou(l + gnR})
and ¢, - CoulltanR) |

gm Ry,
The amplifier has two high-frequency poles in the left-hand plane:
w, = —(RCyp) ! (5.10)

and wy = —(R,C,)"! (5.11)

Unless R is very small, the magnitude of e, will usually be much smaller than the
magnitude of w; because Cris much bigger than C,. Actually, the approx1mat10n
used in applying Miller’s theorem is such that the frequency response is not accu-
rate beyond the lower of the two poles. At higher frequencies the voltage gain A, is -~
complex, but it was assumed to be real in deriving Eq. (5.9).

EXAMPLE 5.3. A 2N5486 FET with a transconductance g,, of 2 x 107> § and an r,
of 13 k2 is used in the amplifier shown in Fig. 5.10. Also C, =5pF and Cgy =
1 pF = Cy,. Determine the high-frequency response of the amplifier,

Solution. The small-signal, high-frequency equivalent circuit is illustrated in Fig. 5.11.
Since R < R,, the midfrequency voltage gain is given as
(-2 x 1073)(6 kQ x 13 k)

6 kQ + 13 kS =82

Av = "ngL =
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sk C G |
6 k2
s
1 1 MQ Ry :I:Q T.lsv

FIGURE 5.10
The common-source amplifier discussed in Example 5.3,

5k 1 pF

| £
O

p l 1\
14 1 M0 - v
i SpF T 1 pF 13 kQ 6k ¥,
<

FIGURE 5.11

The high-frequency equivalent circuit of the amplifier shown in Fig. 5.10.

Therefore,
Cr=5+1(14+82)=142pF

1+82
and Co=1+ +8 =

2.1 pF

The high-frequency pole due to the input circuit is [Eq. (5.10)]
—wy =~ (RCr) ™' =[(5 x 10°)(14.2 x 107'9)]7" = 1.41 x 107 rad/s
and the high-frequency pole due to the output circuit is [Eq. (5.11)]
—wp = (RLC,)™1 =[(4.1 x 103)(2.1 x 107H)]7! = 11.6 x 107 rad/s

The uppef'éomer fi‘equency is approximately 1.4 x 107 rad/s and is determined by the
irflput circuit. The estimate for a second high-frequency pole obtained using the approx-
imation is not accurate.

The application of Miller’s theorem in the preceding example was somewhat
of an approximation. The approximation involved using the midband gain, which is
frequency-independent, as an approximation for the voltage gain at all frequencies.
To be more precise, the frequency-dependent gain should be nsed. Since the gain
will generally be complex, the capacitance must be replaced by complex imped-
ances in the application of Miller’s theorem. However, the approximation is suffi-
ciently accurate if Miller’s theorem is used with the midband gain. To illustrate




5.2 High-Frequency Performance of Bipolar and Field-Effect Transistor Amplifiers 155

the accuracy, the circuit of Fig. 5.8 can be analyzed directly. If we again assume
that R, > R, the equilibrium equations can be written as

Vo=V
£ = + VesCos + (Ve = Vo)sCoa = 0
Vo
and —Ve5Ceq + Vo5sCpa + 7 + 8n Ve + VosCyy =0
L
R
where L= faL
ré + R
If V, is eliminated, the voltage gain is found to be
Vo, _ —(8n — $Cy)R}
Vi ’ SZRRi{Cga‘Cgs + Cds(cgd + Cgs)] + S[gmcngRi

+(ng + Cd.:)R,IL + (ng + Cgs)R] +1 (512)

This transfer function differs from that obtained using the approximation for Miller’s
theorem. The main difference is that a high-frequency zero has been added in the
right half of the s plane. However, the frequency response is close to that ob-
tained previously; the validity of the approximation is illustrated by the following
example.

EXAMPLE 5.4. The previous example used the approximation to Miller’s theorem to
determine the high-frequency response. Determine the high-frequency response using
Eqg. (5.12). "

Solution. For this amplifier g, =2 x 107, Cpy =5x 1072, Cpy = 10712, R =
5x 10%, and R} = 4.1 x 10°, If these values are substituted into Eq. (5.12), the trans-
fer function zero is found to be located at

w; =2 x 1P radfs
and the two poles are located at
wp = —1.3 x 107 rad/s
and wp = —33.7 x 107 rad/s

The actual frequency response obtained from a computer simulation of the ampli-
fier is ploted in Fig. 5.12. The —3-dB comer frequency is located at 1.3 x 107 rad/s
(2.1 x 10°Hz), whereas a corner frequency of 1.4 x 107 rad/s was obtained with the
approximation. The zero is located at a much higher frequency and has a negligible ef-
fect on the transfer function within the passband of the amplifier, but it does affect
the rate of attennation and phase shift at high frequencies.

In general, the midfrequency gain can be used with Miller’s theorem to obtain
a sufficiently accurate high-frequency amplifier model. This approach greatly sim-
plifies the analysis since it isolates the input and output stages of the amplifier. At
frequencies above the —3-dB corner frequency the approximation error increases.
At sufficiently high frequencies the amplifier rolls off at —6 dB per octave, not
at—12 dB per octave as predicted by Eq. (5.9).
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1 oo vl oy,
10%

—20 ’_
FIGURE 5.12

Frequency response of the voltage gain {magnitude) of the amplifier circuit shown in
Fig. 5.11.

Since the common-gate and source-follower small-signal, high-frequency equi-
valent circuits are simplified versions of the common-base and emitter-follower
small-signal circuits, they will not be analyzed here. The results derived in the fol-
lowing section for the high-frequency response of BIT amplifiers are directly
applicable to FET amplifiers,

High-Frequency Response of BJT Amplifiers

Common-emitter amplifier

The small-signal, high-frequency model for the common-emitter amplifier is
shown in Fig. 5.13. If R, and r, are combined into the single resistor

R= R.r,
. R,+r,

Ry

LS

=_

- —t
-~ CI § Tx —— CO § B §RL

EmV

M

O 3

FIGURE., 5.13
A small-signal, high-frequency equivalent circuit of a common-emitter amplifier.
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Ny

T

\l

<C (D =G § Ry

V=R gmV

FIGURE. 5.14
A simplified equivalent circuit of a common-emitter amplifier.

and if r, and R; are also combined

P rORL
L rn+RL

the equivalent circuit is as shown in Fig. 5.14. This is identical to the high-
frequency circuit for the common-source amplifier; hence the results derived for
the frequency response of the common-source amplifier apply equally well to the
common-emitter amplifier.

(5.13)

EXAMPLE 5.5. The amplifier shown in Fig. 5.15 uses a 2N3904 BJT with an fr of
3x 108 Hz,a 8 of 100, and a C,; of 4 pF. Here C,; is the output capacitance of a
common-base amplifier. It is usvally included on a company’s transistor specification
sheet because it is easy to measure. The capacitance C,; of the hybrid- 7 model is appre-
ciably less' than C,p, but 4 pF has been assumed for C,in this example. This means
that the actual high-frequency bandwidth will be greater than predicted. Calculate the
upper 3-dB frequency of the amplifier. The collector direct current is 10 mA. Here C,
is assumed to have a negligible effect on the frequency response.

Solution. Example 5.1 showed that a 2N3904 transistor with a collector direct current
of 10 mA, had r, =260, g, =045, and C, = 206 pF.

» 12V FIGURE. 5.15
A common-emitter amplifier.
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The small-signal, high-frequency equivalent circuit is shown in Fig. 5.16. The par-
allel combination of the two base-biasing resistors is shown as a 2.66-k Q resistor. The
parallel combination of this resistor and the 260-£2 emitter resistance is 237 . It has
also been assumed that the transistor output impedance is much greater than the 600- €2
load impedance. The midfrequency output voltage is

V= —gm Ry x 237
c7 2374500

_ —0.4 x 600 x 237

V, = =71.2V;
737

The midfrequency base-to-emitter voltage gain is —g, Ry, = 240, so the approximate
high-frequency, small-signal circuit is as shown in Fig. 5.17. The equivalent input
Miller capacitance is 960 pF. If the input circuit is replaced by its Thévenin equivalent,
the circuit is as shown in Fig. 5.18. This circuit topology is the same as that given in
Fig. 5.9 for the FET amplifier. Hence Eqs. (5.10) and (5.11) can be used to find the
two high-frequency poles

—wy = [161(1166 x 10~1%)]"! = 5.3 x 10° rad/s
and —w; = [600(4 x 107'2))"! =33.2 x 107 rad/s

Since @] < |ex|, the high-frequency performance is determined by the input circuit.
The upper —3-dB frequency of this amplifier is equal to |-

J

A °©
4pF T
5000
?2.66“1 gzwn T~ 206 pF C‘) gmn A
Vi EmV
<
FIGURE. 5.16
A high-frequency equivalent circuit of the amplifier shown in Fig. 5.15.
= oV
300
§237n TS 206pF . 960 pF ;‘FapF gsoon
i SqV
FIGURE 5.17

An approximate equivalent circuit of the amplifier shown in Fig. 5.15.
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— 1166 pF (‘) :l:apF §6009

Vin EmV

161 2

FIGURE 5.18
A simplified equivalent of the circuit shown in Fig. 5.17.

The high-frequency common-emitter circuit of Fig. 5.14 is identical in topolo-
gy to the small-signal, high-frequency equivalent circuit given in Fig. 5.8 for the
common-source amplifier. Therefore, Eq. (5.12) is also correct for the common-
emitter circuit. The corresponding equation for the BJT is found by changing the
notation to correspond to that of the BJT circnit;

4 =A = —(8m —sCL)R]
Vin " SIRR,[CC, + Co(Cr + C)] + S[R(Cy + C)
+ R, (Cp+Co) + gnCLRR,]I+1 (5.14)

Now R is given by Eq. (5.13), and R is equal to the parallel combination of
R;, rr, and any bias resistors connected between the hase terminal and ground.
Also Vy;, is the Thévenin equivalent voltage of the input circuit consisting of these
Tesistors.

EXAMPLE 5.6. Calculate the exact frequency response of the amplifier shown in
Fig. 5.15, using Eq. (5.14).

Solution, If the values from Example 5.5 are substituted into Eq. (5.14), the transfer
function is

Vo _ —(0.4 — 5 x 4 x 10712)(966 % 107)

Vo 52(79.6 x 10-18) +5(190.2 x 10-%) + 1

The transfer _functioq has a zero
L w, = 10" rad/s
and two left half-plant; poles
w; = —5.5 x 108 radfs
and wy = —2.41 x 10° rad/s

In this example the bandwidth approximation obtained using the Miller theorem is
almost the same as that obtained from the more complex formula. This approximation
does provide an easy method for estimating the frequency response. Precise estimates
require a great deal more calculation or, preferably, some method of simulation.
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Common-Base Amplifiers

Common-base amplifiers are used in many high-frequency circuits because they
have a wider bandwidth than does the equivalent common-emitter amplifier. A typ-
ical common-base amplifier circuit is shown in Fig. 5.19. The small-signal, high-
frequency model for this amplifier is shown in Fig. 5.20. The reasons for the wider
bandwidth of the common-base amplifier are that (1) the midfrequency input resis-
tance, given by Eq. (2.17)

Fr

ZJ' e = (gm)—l

B
is 1/B times that of the common-emitter amplifier and (2) the equivalent Miller
capacitance connected across the input is

Cy =Co(1 = A)

VYV
B
-

FIGURE 5.19
A common-base amplifier.
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o
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P e I SR . —h __J__

FIGURE 5.20
A small-signal, high-frequency equivalent circuit of the common-base amplifier.
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as for the common-emitter amplifier, but in the common-base amplifier A, is posi-
tive. i the voltage gain is greater than 1, the Miller capacitance will be negative and
will reduce the total capacitance from emitter to base. The total input capacitance
can, in fact, become negative, which means that the input impedance is inductive.
Bécause of the small input impedance the transistor collector-to-emitter resistance
r, can be ignored with no sacrifice in accuracy.

The equivalent circuit can then be drawn as shown in Fig. 5.21. In this figure
the voltage source has been replaced by an equivalent current source I = V;/R,,
and the resistor R is the parallel combination of the three resistors

R = K| Rellrz/B

The emitter voltage V is then

V=(-g,V)2

or V= Iz
14 gnZ
where = L
14+ jwRCy
and Cr=C, +C,(1—A)
R/(1 + gn

Therefore v /(d +gnR) (5.15)

I~ 1+ jwCrR/(1+ gnR)

The corner frequency of the input circuit is then

I+guR
W =—— 5.16
NTAT 10
and the corner frequency of the output circuit is
wy = [R(C, + C)1™! (5.17)
A, —1
where Cy=0C,
A,
L ) v @
ZmV
€1 d £ A 4
Ct 9y R 4-r-.C'r f‘l--cn(l = Ay = Cu T H(T § RL

FIGURE 5.21
An equivalent circuit of the common-base amplifier, obtained using Miller’s theorem.
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C, ’ FIGURE 5.22

L) . The common-base amplifier

& \_ _/ discussed in Example 5.7.

5000 600 0
1.1 Mg
§ 3000
Vi L — 12V
T 7T

For the common-base amplifier the output-circuit corner frequency can be lower
than the corner frequency of the input circuit. The particular characteristics of each
amplifier must be evaluated.

EXAMPLE 5.7. Calculate the gain and frequency response of the common-base ampli-
fier illustrated in Fig. 5.22. The same transistor (and collector direct current) is used as
in Example 5.5 (where the frequency response of the common-emitter amplifier was
calculated). The collector-to-emitter capacitance is assumed to be C, = 1 pF.

Solution. The high-frequency equivalent circuit is given in Fig. 5.23. The midband
emitter-to-cellector voltage gain is

V,

Vo = gn Ry = 240

-

so the Miller capacitance is
Cy =1-240 = -239pF

and the collector-to-ground Miller capacitance is

o 0.4V
500 @
300 0 26002 . 206 pF 600 9 o~ 4pF
o S S
¥
FIGURE 5.23

A high-frequency equivalent circuit of the amplifier shown in Fig. 5.22.
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Since R; = (gn.)~' = 2.5 Q, the midfrequency voltage gain is

v, 25
—_— = Av = 24 - = 1-2
7 0(500)

i
The voltage gain is much less than that of the common-emitter amplifier because of the

low input resistance.
The high-frequency pole due to the output circuit is [Eq. (5.17)]

—wy = (600 x 5 pF)~! =3.33 x 10° radss

The high-frequency pole due to the input circuit can be determined using Eq. (5.16).
The equivalent resistance is

R =35001300] 260 =109 &2
and the total capacitance
Cr = 206 — 239 = -33 pF

is negative. The sign of the capacitance affects the phase shift but not the magnitude of
the frequency response or the comer frequency. The high-frequency pole of the input
circuit [Eq. (5.16)]
—ay = (RCy)™' =278 x 108 rad/s

is slightly smaller than the pole due to the output circuit, so the high-frequency response
is determined by the input circuit. A plot of the input susceptance, as determined by
computer simulation, is shown in Fig. 5.24. At low frequencies the susceptance is neg-
ative (inductive), as predicted using Miller’s theorem. It does, however, increase in

magnitude with increasing frequency. At higher frequencies, the voltage gain decreases
and the susceptance becomes capacitive (about 1.5 x 107 Hz).

Emitter-Followers

The emitter-follower has a positive voltage gain less than vnity, so one would pre-
dict from Miller’s theorem that this circuit has a wider bandwidth than the common-
emitter amplifier. The emitter-follower does, in fact, usually have the widest band-
width of the three amplifier configurations. The high-frequency response can be
determined from the emitter-follower equivalent circuit shown in Fig 5.25. For pur-
poses of analysis we will redraw the circuit as shown in Fig. 5.26. In this circuit
I= V,/ R, an.d : "

R;
’ ' jwCu R +1 (5.18)
R.R
where R; = B L
Rs + Rb
g
Also, Zp= ———— 5.19
50 Jor,Cy + 1 ( )
R,

L= jwR,C, + 1
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FIGURE 5.24
Input susceptance of the circuit shown in Fig. 5.23,

)

$n Lo - ¢ :
V'l [ CO RL K-,
T Zm¥ |
O

FIGURE 5.25

A small-signal, high-frequency equivalent circuit of the emitter-follower.
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r,l + i

ORI R —

- ng I

EY

FIGURE 5.26
An emitter-follower equivalent circuit.

R
where R, = Tollt
Fa + RL

The input current divides into the two currents 7, and I>. The amplifier response is
derived from the three equations:

I=hLH+5
V; == IIZ,- = IzZ,T + Vo

and Va = (]- + ngJT)IZZL
If 1, and I, are eliminated from these three equations, the transimpedance is found
to be -

v, Zi(l mlon

Yooz LU + gnZx) (5:21)

I zi + Z,, + (1 + ngn')ZL

This complicated equation can be simplified for most practical applications. It will
usually be the case that Z; =~ R;. If Z; 3 Z_, which will be the situation if the
amplifier is driven by a current source, the transimpedance is then

14 gntz + jor,Cy

Zr ~Ri(14+gnZ:) =R
T L( +3 n)‘ LL th)?‘,(C,r-i-l

(5.22)

The amplifier will have a pole at
' " @y = (raCr)"! (5.23)

which is approximately equal in magnitude to the current gain-bandwidth product
of the device divided by 8. The amplifier also has a zero at
1
wz = _M (5.24)
rﬂ’ Cﬂ'
If the amplifier is driven by a voltage source with a source resistance R, < R,, then
Z; = R, and the voltage transfer function simplifies to
Vo R L (1 + g m Z:rl' )

— = 5.25
Vi Rs +Z:r +RL(1 +ngJT) ( )
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12v FIGURE 5.27
The emitter-follower discussed in
53k Example 5.9,

500 Q
6000

which has a zero at
—y = ——— (5.26)

and a pole at the lower frequency

R 1 R
—w, = s + e+ (1 + gmrr)Re (527)
r CJr(Rs + RL)
These equations contain several approximations, but they do provide good esti-
mates for the design and analysis of high-frequency-emitter-follower amplifiers.
The following example illustrates their application.

EXAMPLE 5.8. Estimate the frequency response of the amplifier illustrated in Fig. 5.27.
The same values for load and source resistance are used as in Example 5.7 with the
commeon-base amplifier. The transistor is biased so that g, is again 0.4 S.

Solution. For this amplifier Ry > R; and R; <« r,, so the amplifier bandwidth can be
estimated using Eq. (5.27):

o = 500 + 260 4 105(600}
P 2600206 x 10-12)(500 + 600)
The zero frequency is found from Eq. (5.26) to be
—wz = 2.01 x 10° rad/s

This model predlcts that the frequency response does not decrease above w,, but as with
the Miller approximation, these equations are also an approximation and the high-
frequency gain will decrease at —6 dB per octave.

=1.112 x 10° rad/s

Differential Amplifiers

Differential mode frequency response

A BIT differential amplifier with matching transistors is shown in Fig. 5.28.
For differential input signals (V, = —V,) the two base currents are equal and
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_VEE

FIGURE 5.28

opposite, and the emitter node is at virtual ground. Thus the circuit, for the small-
signal response to the differential input, can be drawn as shown in Fig. 5.29. The
two halves of the circuit are the same, with responses equal in magnitude and oppo-
site in sign to the two input signals. The frequency response of the differential
amplifier can thus be determined from an analysis of the simpler circuit shown in
Fig. 5.30. A small-signal circuit equivalent to that of Fig. 5.30 is shown in Fig. 5.31.

v

oc

FIGURE 5.29
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V. FIGURE 5.30

R

This small-signal circuit is equivalent to the circuit shown in Fig. 5.8 (for the
common-source amplifier). Thus

Vo/2 — —ngerr
Vi (jwRCr + (R Cor +1)(rz + Rs)

where Ry =roR/(ro + Ry)

and R= Ryrm
R, +nmr
C=C+ C#,(l + ng:L)
(1+ gnR))
d Cor =Cp———

This differential amplifier has the same Miller capacitances as does the single-
transistor common-emitter amplifier. Since

V.Y
TV, 2V

The frequency-dependent small-signal gain of the differential amplifier is

Pl Ad

_ —ngir,,
= (rz + R)(joRCr + D(joR, Cor +1)

This circuit has two high-frequency poles

Ay

1

“n = RCy
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R,V C,
My j | .
V; @ § T :F C, CD gV §RL Vo
FIGURE 5.31
1
and Wpp = =
R Cor

Because of the approximations involved in applying Miller’s theorem, only the
smaller of these two poles is an accurate representation of the high-frequency res-
ponse. This smaller pole is approximately the —3-dB bandwidth of the differential
amplifier,

Commen-mode frequency response

The equivalent circuit that is used to determine the frequency response of the
common-mode gain is shown in Fig. 5.32.

As long as all components are matched, the differgntial amplifier’s common-
mode gain (balanced output) is zero. Component mismatches do create frequency-
dependent changes in the common-mode gain, but these are usually second-order
effects. Even with ideal components, the single-ended (unbalanced) common-mode

Vi . Ta

FIGURE 5.32
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w R, G,
LIy
T\
Vi r‘n’ Cw gmvl *
T X
2Rg :+m
FIGURE 5.33

gain is not zero. Because of the circuit symmetry, the common-mode (unbalanced
output) gain can be determined from the circuit shown in Fig. 5.33.

A detailed analysis of this circuit is quite involved, but usually the emitter resis-
tance is a very large impedance, since it is desired to have a small common-mode
gain, and the higher the value of the emitter resistance R, the lower the common-
mode gain. For the case in which the emitter time constant dominates (the most
common case), the single-ended common-mode gain is

. —R (14 jwCgRg)

Ao 2Rz

This equation shows that the common-mode gain starts increasing with frequency at
1
“Z = CeRz

This increase in common-mode gain with frequency represents a degradation in the
performance of the differential amplifier. At frequencies higher than w,, additional
parasitic effects also come into play, and the common-mode gain begins to decrease
with increasing frequency. The complete high-frequency analysis is well suited for
computer simulation,

EXAMPLE 5.9. A BJT differential amplifier with current-source biasing is shown in
Fig. 5.34. The emitter current in (}, and Q- is approximately 1 mA per transistor. The
equivalept load resistance R; is approximately 10 times as large as the equivalent
source resistance R, but the input Miller capacitance is more than 80 times larger than
thé capacitance shunting the load, so one would expect the upper comer frequency to be
determined by the input pole

“n = &ey

The frequency response of the differential gain is plotted in Fig. 5.35 and the common-
mode gain frequency response is plotted in Fig. 5.36.

The differential gain begins to decrease before the common-mode gain has increased
significantly, and within the region of constant differential mode gain, the common-mode
frequency response is not a factor in amplifier performance.
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FIGURE 5.36

High-Speed Operational Amplifiers .

Operational amplifiers are finding more and more high-frequency applications as
their frequency of operation extends to several hundred megahertz. In addition to
the extremely versatile voltage feedback operational amplifiers, current feedback
amplifiers with high bandwidths are now available. Voltage feedback op amps are
now available with gain-bandwidth products in excess of 2 x 10° Hz (2 GHz) and
current feedback operational amplifiers with gain-bandwidth products in excess of
8 GHz. Both types of operational amplifiers find application in high-frequency
circuits.

Voltage feedback operational amplifiers

The commonly used operational amplifier is a voltage feedback (VFB) device
which develops a sigrial proportional to the error voltage (V. — V_). It was shown
in Chap 2 that the gain-bandwidth product of this device (also called the unity gain
frequency wr} is

wr = A,w,

where w, is the —3-dB frequency (rad/s) of the internally compensated operational
amplifier and 4, is the dc gain. When the operational amplifier is used to realize an
amplifier, the bandwidth, due to negative feedback, will be much wider than the op-
amp bandwidth, but the op-amp bandwidth will be the main factor in determining
the closed-loop bandwidth.
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FIGURE 5.37
Vi O] +

Consider the noninverting amplifier shown in Fig. 5.37. For this circuit the
closed-loop transfer function is

Vo A
Vi 1+ A/a
where A is the ideal closed-loop gain
1
A= + R
R
and a is the transfer function of the operational amplifier
A, -
a=————
1+ jow/w,
The closed-loop transfer function can be written as
Vo Ay /(1 + A,/ A)

Vi 1+ jw/lo( + A,/A)]

The open-loop gain A, will be much larger than the closed-loop gain A, so that the
transfer function simplifies to

Vo A
. Vi 1+ jwAjor

The closed-loop bandwidth is the op amp’s gain-bandwidth product (unity gain
frequency) divided by the closed-loop gain. As the voltage gain of the amplifier
increases, the bandwidth of the amplifier decreases. It is readily shown that the
bandwidth of the inverting amplifier also decreases in proportion to the closed-loop
gain.

Slew rate

A simplified equivalent circuit for a VFB op amp is shown in Fig. 5.38. The
capacitor C. across the high-voltage-gain stage is a compensating capacitor added
so that the closed-loop transfer function will be stable. This capacitor causes the
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CC
Al
/1
v, —
Transconductance High gain Unity-gain v
amplifier — -a, buffer amplifier °
YV —
FIGURE 5.38

open-loop gain of the circuit to roll off with increasing frequency at a rate of —6-
dB per octave, and its value is selected so that additional frequency roll-off caused
by the capacitors internal to the op amp does not occur until approximately the op
amp’s unity gain frequency. This compensating capacitor also limits the maximum
rate of change of output voltage. The amplifier’s slew rate SR is defined as

_ (dVe(t)
SR:( T ),m

For a step input (e¢; = V. — V_) to the circuit shown iirFig. 5.38,

_ (gmea) max . Fnax
T TG

The slew rate is limited by the maximum current out of the transconductance
amplifier. Slew rate limiting is a nonlinear effect which plays an important role in
VFB op amps in high-speed applications. The SR will be increased by decreasing
the transconductance of the first stage. It appears that a lowering of the transcon-

ductance of the input stage will lower the slew rate, but the compensating capacitor
requited for good closed-loop stability is given by

SR

. - gn
wr
(9
so the §lew rate
SR = Imawa
8m

is actually inversely proportional to the transconductance of the first stage. Since
FETs have a lower transconductance than BJTs for typical input stage operating cur-
rents, they can be expected to provide a higher slew rate.

Voltage feedback op amps are very versatile and cost-effective and are avail-
able with a wide variety of bandwidth, noise, power, and precision specifications.
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Current feedback operational-amplifier circuits

The conventional operational amplifier is a voltage-controlled device with high
impedance levels. The upper frequency response of these devices is limited by the
Miller capacitances and the transistor cutoff frequencies. Transistors can switch
currents much more rapidly than they can switch voltages. Devices which feed back
current rather than voltage can be expected to have a higher bandwidth. Any ampli-
fier which generates an error signal in the form of current is referred to as a current
Jfeedback amplifier.

The circuit model of a current feedback operational amplifier is shown in
Fig. 5.39. The input stage consists of a unity-gain voltage amplifier with high input
impedance and low output impedance. This input buffer amplifier causes the invert-
ing node voltage to follow the non-inverting node voltage. Amplification is provid-
ed by a transimpedance amplifier with transimpedance gain Z which creates an
output voltage that is Z times that of the current flowing out of the input buffer
amplifier. The current feedback amplifier is usually realized by using the current-
mirror topology illustrated in Fig. 5.40. The current mirrors function so that the two
currents out of the current mirror are equal.

Since the input buffer amplifier has a very high input impedance, it has negligi-
ble current flow and thus

Lh=5L—-F§
and because of the two current mirrors, the current through capacitor Cis
I.=L-L=I,
Thus the output voltage is

Vo (Jw) =

OV

FIGURE 5.39



176 CHAPTER 5: High-Frequency Amplifiers and Automatic Gain Control

Current mirror

Current mirror

FIGURE 5.40

The output current of the op amp’s input voltage buffer serves as the error signal in
the current feedback (CFB) differential amplifier, just as the error voltage does in
the voltage feedback operational amplifier. The performance of the current feed-
back op amp can be further evaluated by analyzing its performance in realizing the
noninverting voltage amplifier shown in Fig. 5.41. In the current feedback op amp,
the current out of the inverting node will be ,. Summing currents at the inverting
node gives

/- Va n Ve —V,
"R R,

Because of the input buffer amplifier _

V. =V;
FIGURE 5.41
v o—] + ‘
g — Vo
MWV
R,




5.2 High-Frequency Performance of Bipolar and Field-Effect Transistor Amplifiers 177
) R V,
and thus 1,,:‘/,.(14___’-)__0
R
Also, in the CFB op amp
Vo= 1,Z{jw)

so the closed-loop transfer function is

v, (1 . Rz) 1
Vi R/ 1+ R/ Z(jw)

If the impedance Z is sufficiently large,

V, R;
Zoe _ 1422
Vi +R|

The gain of the noninverting voltage amplifier realized with the ideal current feed-
back op amp is the same as that realized with the more familiar ideal voltage
feedback op amp. The impedance Z(jw) should be as large as possible to closely
realize the ideal transfer function. The impedance Z(jw) is conveniently realized
with a capacitor C in parallel with a resistor R,, giving the current feedback op amp
very high transimpedance at low frequencies provided that R, is sufficiently large.
The frequency-dependent gain properties of the circuit are primarily determined
by Z(jw).
For the noninverting amplifier with

-

R,
14+ R,(jw(C)

the closed-loop transfer for the noninverting amplifier transfer function is

Z(jw) =

Vo (1 + Rz) 1
v, © RiJ 14 Ry(jwC) + Ro/R,
Normally, R, € R,

and the closed-loop gain expression simplifies to

. Vo R2 1
: V; "R 14 Ry (jeoC)
An Important feature of the current feedback op amp is that the closed-loop
bandwidth
1

B=—

R,C
is independent of the closed-loop gain. The closed-loop gain can be increased by
decreasing R; without affecting the closed-loop bandwidth. And R, is constrained
to be much less than the op amp’s R,. When the nonideal model for the amplifier is
considered, particularly the output impedance of the input buffer amplifier, current



178 CHAPTER 5: High-Frequency Amplifiers and Automatic Gain Control

feedback op amps do have some reduction in bandwidth with increasing gain, but
bandwidth reduction with increasing gain is much less than that of voltage feedback
op amps.

Cascade of Identical Stages

If a large voltage gain is required, it is often convenient to cascade several identical
stages. If each stage has a voltage gain A and a single pole at the upper corner fre-
quency w,, the voltage transfer function of each stage is

A
- jow/w, +1
If n of these stages are cascaded, the overall transfer function will be
— A"
T (wfw, + 1)
The overall low-frequency gain is the nth power of the voltage gain of a single

stage. The overall bandwidth e, is that frequency at which the gain magnitude is
0.707 times its low-frequency value. That is,

v

A (5.28)

A" A"
— —— =0707A" =
[(jw/w, + D" 2172
wi 2 nj2 -
or [(—) + 1] =22
@p
The bandwidth is
w = w,,(2”" — D2 (5.29)

The bandwidth @, obtained by cascading n identical stages each of bandwidth w,
is reduced by the factor (2!/* — 1)!/2 of the single-stage bandwidth. This factor is
referred to as the bandwidth reduction factor.

EXAMPLE 5.10. Two identical stages, each with a voltage gain of 20 dB and a band-
width of 10 MHz, are cascaded. What are the overall gain and bandwidth?

Solution. Since each stage has a gain of 20 dB, the overall low-frequency gain is 40 dB.
The overall bandwidth is

fi =107 - )2 = 6.43 MHz

B 53
BROADBANDING TECHNIQUES

The preceding analysis emphasized that the most troublesome factor in the de-
sign of high-frequency, high-gain amplifiers is the Miller capacitance connected
between the input and output. As the gain is increased, the Miller capacitance
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FIGURE 5.42
A simplified equivalent circuit of a common-emitier
amplifier.

increases; it is this capacitance that invariably limits the upper frequency response.
Applications can require narrowband amplifiers, which include some type of tuned
circuit, or broadband amplifiers, such as video amplifiers, in which the gain must be
kept relatively constant over several decades of frequency. The following section
describes methods for improving amplifier frequency response by the modification
of the basic amplifier circuit. _

Consider the simplified small-signal equivalent circuit of the common-emitter
voltage amplifier shown in Fig. 5.42. Here the output capacitance has been neglect-
ed, and the equivalent Miller capacitance is

Cy=Cy+ C,u(l +ngLl
For this amplifier

_gmrn'RL (ijMr:rRs + 1)_1

Yo i)
Yoo =
v fet R \ rs+R,

The midband voltage gain is

_"gmrJrRL
Apg = —= =% 5.30
4= R, (5.30)
and the bandwidth is '
~ Iz + R
: B = d/ 531
. Cor R, rad/s (53.31)

This eip}ession shows that the bandwidth can be increased by decreasing R;. There
is a limit below which the bandwidth can be reduced by reducing R,, since the analy-
sis ignored the base-spreading resistance r, which is in series with R; (for bipolar
transistors). For low values, R, should be replaced by R, + r; in Eq. (5.31). The
analysis does imply that if the source resistance is very large, the bandwidth can be
increased by using a source- or emitter-follower for the first stage. There is also a
limit beyond which the approximate circuit is no longer valid and the bandwidth is
determined by the output circuit capacitance. However, the expression does show
that the source impedance should be as small as possible in order to maximize the
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voltage gain and bandwidth. The bandwidth can often be extended by modifying the
amplifier input circuit. Input compensation is a method of extending the circuit band-
width for applications in which the source resistance cannot be reduced.

Input Compensation

The bandwidth of a single-stage amplifier can be extended by adding frequency-
sensitive components to the circuit. The method is often referred to as broadband-
ing. Figure 5.43 illustrates a method of broadbanding using input compensation.
For this circuit the voltage gain is

—gRi Z,
Av= gm L
Z,+ 27
g
her: Z, =
where " o Cy + 1
R,

d .
o JoR,C, + 1

If C,is selected so that
R.C, =r,Cy (5.32)
then the voltage gain

T &nm Ryrq h
' om+R
is independent of frequency. Input compensation can be used to cancel the effect of

the Miller capacitance on the input with no reduction in voltage gain. In this case the
bandwidth will be determined by the output capacitance; it is

B ={R.(C, +Cip)]" (5.33)

where C!, is the equivalent Miller capacitance reflected across the output and C, is
the output capacitance (collector-to-emitter capacitance plus any external shunt
capacitance).

M
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FIGURE 5.43
A broadband version of Fig. 5.42 obtained by adding C;.
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EXAMPLE 5.11. Consider the voltage amplifier shown in Fig. 5.44 which uses a
2N3904 transistor. The biasing is such that the transistor parameters are the same as in
Example 5.5. Calculate the voltage gain and bandwidth. Then determine the value of
C, required to cancel the effects of the Miller capacitance on the input side of the cir-
cuit, and determine the resulting gain and bandwidth.

Solution. The results of Example 5.5 showed that the equivalent circuit for this partic-
ular amplifier can be simplified to that shown in Fig. 5.45. The midfrequency voltage

gain is —77.2, and the calculated bandwidth of the input circuit ; = 5.3 x 10° rad/s.
If C, is selected so that

500C; =237 x 1166 pF  or C; = 553 pF
then the bandwidth will be determined by the pole of the output circuit
B = (600 x 4 x 1071%)7! = 4,17 x 10* rad/s
Input compensaticn has significantly widened the bandwidth with no reduction in mid-

frequency gain. A knowledge of r is required for a more accurate prediction of the
increase in bandwidth.

1zv FIGURE 5.44

The common-emitter amplifier of
600

11 k8 Example 5.11.
(
1 K ¥
s 1
§3.5 | 41] =
%
14
I ')
L .J_'C
500Q "

I N
- SR gzsvn ::1166pl=<l>0.4v gaxm T 4pF

=

FIGURE 5.45

The equivalent circuit of Fig. 5.44 with the input compensation capacitor C,
added.
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"The preceding analysis has ignored the base-spreading analysis 7, of bipolar
transistors; r, cannot be shunted with a capacitor, since one terminal of the resistor
is internal to the device and so limits the minimum value of input impedance. This
base-spreading resistance limits the improvement that can be realized with input
compensation of BJT amplifiers.

Feedback

Input compensation does increase the system bandwidth, but it requires that the
transistor parameters be known. If this is not possible, or is undesirable, as in
designs to be mass-produced, feedback is a good alternative. Negative feedback
widens the bandwidth at the cost of a proportional reduction in loop gain. Feedback
also has the advantage that it makes the system response much less sensitive to
parameters over which the designer has little or no control. The block diagram rep-
resentation of a negative-feedback amplifier is shown in Fig. 5.46. Here G is the
transfer function of the system without the feedback factor H, and the transfer func-
tion with feedback is

Vo G

V, 1+GH

(5.34)

The forward loop gain G and/or the feedback ratio H can be frequency-dependent.
And GH is known as the open-loop gain, and —GH js referred to as the loop trans-
mission. If the magnitude of the open-loop gain |GH| > 1, then the closed-loop
gain is

Vo

v ~ H (5.35)

The loop response can be designed to depend essentially on the feedback factor H,
which is under the designer’s control, and to be independent of the forward gain G,
which depends on the transistor parameters. The feedback formulation is usually
difficult to apply directly to transistor amplifiers because of the circuit complexity;
but it is an accurate approximation that if the amplifier bandwidth without feedback
is B, then the bqn&width By of the system with negative feedback is

. ' B; ~ B|1 + GH| ~ B|GH| (5.36)
VTN v, FIGURE 546
= T G Block diagram representation of a negative-
= feedback amplifier.
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Consider the amplifier with gain A, and bandwidth w; which can be represented by
the transfer function

: A,
VD= T wfan

The gain-bandwidth product of this amplifier is GB = A,w,.. If a frequency-
independent negative-feedback factor H is included, the closed-loop transfer func-
tion becomes

Vo__GUo) _ A [, jo T
Vi 1+ GUw)H 1+ AH wr(1+ A.H)

The bandwidth has been increased from w; to By = w; (1 + A,H), but the gain
has been reduced. The gain-bandwidth product is still

A
= mwﬂl + AHY = Ao

EXAMPLE 5.12. An amplifier has an open-loop gain of 40 dB and a bandwidth of
107 rad/s. If 20 dB of feedback is added to the amplifier, what are the closed-loop gain
and bandwidth?

Solution. The closed-loop gain has been reduced by 20 dB (a factor of 10), so the
closed-loop gain is 40 — 20 = 20 dB, and the closed-loop bandwidth has increased pro-
portionally:

By =10 x 107 = 10°® rad/s

It is generally true that feedback will not increase the gain-bandwidth product.
The increased bandwidth is obtained with a proportional reduction in gain. Feed-
back does have the advantage of also reducing the system’s sensitivity to the ampli-
fier components that cannot readily be controlled by the designer.

In transistor amplifiers there are four types of feedback. A current can be fed
back that is proportional to the output voltage or current, or a voltage can be fed
back which is proportional to the output voltage or current. The input and output
impedances are increased or decreased depending upon the particular type of feed-
back employed. The following discussion concerns the two most frequently used
methods of single-stage feedback.

Cun‘eﬁt-to-Voltage Feedback

The amplifier shown in Fig. 5.47 illustrates a frequently used method of single-stage
negative feedback. Here a voltage proportional to the load current is fed back to the
input via the emitter resistor Rg. It is readily shown that this feedback increases the
amplifier input impedance and decreases its output impedance. The simplified
small-signal, high-frequency equivalent circuit is shown in Fig. 5.48. Although this
circuit can be analyzed directly, the resulting frequency-dependent transfer func-
tion is too complicated to be of much general utility. A good approximation to the
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= FIGURE 5.47
A common-emitter amplifier with
Ry current-to-voltage feedback.

=

1

FIGURE 5.48 -
A simplified high-frequency equivalent circuit of the amplifier shown in Fig. 5.47.

circuit’s frequency-dependent behavior can be obtained by calculating the gain and
bandwidth without feedback and the midfrequency gain with feedback, then deter-
mining the feedback ratio H from this. The upper frequency bandwidth can be esti-
mated using Eq. (5.34), provided the upper corner frequency is known for the case
in which there is no feedback.

The midfrequency gain without feedback [Eq. (2.7)] is

Vor —8m R
Amd =7, = ————
. Vi r+ R
where R=R,||Rs
" V.R
V= ==
Rb+Rs
R, R
and sz__i__bz_
Rb."'sz

It is assumed that R; < r,. The voltage gain with the feedback resistor Rg
added is

Vo _ngLrﬂ/(rJl' + R)

v = Amia= 77 (L+ AR/ (R +1x)

(5.37)
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The open-loop gain is

_ (1+ B)Rg _ gnRiry (14 B)Ry

GH = 5.38
Fr +R rJr+R ngLrn' ( )
Since the gain G without feedback is known, the feedback factor is
-1 R
H= & (5.39)
EmRyry
If (1+B)Re>» R, +r;
—gmtz R _ —R
then (Amid)f ~ L—L ~ 1 ~ L
' {1+ B)Re Ry

This equation states that the midfrequency gain with feedback can be made
independent of the transistor parameters, which vary from transistor to transistor.
The use of negative feedback to make the circuit insensitive to parameters not under
the designer’s direct control is a most important function. Another important feature
is that negative feedback increases the circuit bandwidth. For this circuit the upper
—3-dB frequency without feedback is

r=R !
wp = [Rx+r,, [Cr + Cull +8mRL)}} (5.40)
so the upper —3-dB frequency with feedback is estimated to be
, (1+A)Rs |
= 1+ — .
wy wL[ -+ R+r, (5.41)

This is an approximation since GH is actually a frequency-dependent transfer func-
tion. The method and accuracy of the approximation are illustrated by the following
example.

EXAMPLE 5.13. Figure 5.49 illustrates the same amplifier as used in Example 5.5, only
emitter feedback has been added. The small-signal equivalent circuit is as shown in
Fig. 5.50. Here R, is 2.655 k2, and R is 421 Q.

— 't FIGURE 5.49
: The common-emitter amplifier discussed
600 0 in Example 5.13.

11 k@

b
P 0

500 9

NS

A5k0
Rg

=
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4 pF
4 _
| 7

2.66 k2

A ATA%

Rg

FIGURE 5.50
A small-signal equivalent circuit of the amplifier shown in Fig. 5.49.
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FIGURE 5.51
Voltage gain and gain-bandwidth product as a function of the
- emitter feedback.

»

r

The magnitude of the gain without feedback was found to be A, =77.2, and the
corresponding bandwidth (obtained with computer simulation) is B = 0.84 X 10° Hz.
The gain-bandwidth product is

GB = 77.2(0.84 x 10%) = 65.15 x 10° Hz

The gain-bandwidth products for selected values of Ry were obtained by computer
simulation, and the results are plotted in Fig. 5.51. The transconductance g,, was kept
constant and independent of Ry.As Rg approaches R, the gain V,/V/ approaches the
asymptotic value of R;/Rg. The gain-bandwidth product decreases as R increases.
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For R; = Rg the bandwidth is 36 MHz, and GB is 29.7 x 10% Hz. The bandwidth can
be markedly improved with the addition of emitter feedback.

For the common-emitter amplifier with an emitter resistor, the amplifier mid-
frequency input resistance (from base to ground) is

Ri=rz+(1+PRg

Emitter feedback also increases the input impedance. If a small input impedance is
needed for impedance matching, then voltage-to-current feedback can be used.

Voltage-to-Current Feedback

The common-emitter amplifier shown in Fig. 5.52 generates a feedback current
through the resistor R which is proportional to the output voltage. That this circuit
reduces the input impedance can be determined by analyzing the small-signal, mid-
frequency equivalent circuit shown in Fig. 5.53. The input current is

Vv Vv-Y,

I =
l r7r+ Rp

and the output voltage is

r

1%
Vo=—gnVRL + (IE -~ —) Ry

If V, is eliminated from these two equations, the input impedance is found to be

1% R R

Zi=~ =ryr R (5.42)
Il' 1 + ngL

v+ FIGURE 5.52

A common-emitter amplifier with
voltage-to-current feedback.
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L Ry
A -+
RS
14 r, § R,
4 &
4
FIGURE 5.53
A small-signal equivalent circuit of the amplifier shown in
Fig. 5.52.

This same expression holds true for FET amplifiers with r, = oco. The feedback
resistor Rp reduces the input impedance; in addition, this form of feedback can
reduce the circuit sensitivity to variations in the transistor parameters and can widen
the amplifier bandwidth. The midfrequency voltage gain of the circuit shown in
Fig. 5.53 can be determined from the two equations

v.-v V-V, V

R, R

V, Vv, -V
d mY + —
an £ + R, + ;

=0

The voltage gain is

A, = Yo _ g m — 8F (5.43)

Vi % (g +8r)(g +8F + 8n) + (—8ngr +8F)

Normally g, 3> gr, gnRr >3 1, and g, 3> g, Under these conditions the voltage
gain expression simplifies to

A = —8m RL
" 1+ grRe + gnRL(R,/RF)
which in turn simplifies to
1Y | ' A fa ) —RF
r v RS
provided
R2 s
SmivL RF

The gain can be made independent of the transistor parameters by using feed-
back. The gain is a maximum with Rr = oo (no feedback); the feedback reduces
the gain, so the feedback is negative, The frequency response of this circuit can also
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be estimated by calculating the loop gain GH. If r, is neglected, the gain without
feedback (assuming R, < r,)is A, = —g, R.. The gain with feedback is

_ —EmRy
1+ grRy + gnRi(R,/RF)

v
So the open-loop gain
R,
GH =gFRL +ngLR— (544)
F

can be used for estimating the closed-loop bandwidth. The following example illus-
trates the accoracy of the approximations.

EXAMPLE 5.14. The preceding example evaluated the effect of emitter feedback on
the gain and bandwidth of the common-emitter amplifier. Here the effects of voltage-
to-current feedback are considered by analyzing the same amplifier, except that now
voltage-to-current feedback is used. The amplifier is shown in Fig. 5.54. The amplifier
is again biased so that g,, = 0.4 §, and it is assumed to remain constant. The voltage
gain and gain-bandwidth product as a function of R /R, are plotied in Fig. 5.55. In the
ratio Rr/ R, note the accuracy of the approximation even through r, is not as large as
R;.) The gain-bandwidth product varies from a low of 59.5 x 10° Hz for a gain of
unity to 65.1 x 10° Hz for a closed-loop gain of 17.9. The constancy of the gain-
bandwidth product indicates that the effect of the negative feedback on bandwidth can
be easily estimated wsing the approximations given in this section.

For this amplifier the voltage-to-current feedback results in a more constant
gain-bandwidth product than did the current-to-voltage feedback. This is particular-
ly true for small values of loop gain. Each amplifier must be evaluated on an indi-
vidual basis; the type of feedback to be nsed will most often be determined by the
desired input impedance level. Another feedback technique for controlling the gain
and impedance levels uses transformers as the feedback element.

12v FIGURE 5.54

Feedback amplifier analyzed in
6o - Example 5.14.
§ nkg | fr
c . —©
It : | }/
1% N v
= i
? 3.5k0 =
¥
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FIGURE 5.55

Voltage gain and gain-bandwidth product, as a function of shunt
feedback of the amplifier shown in Fig. 5.54.

Lossless Feedback Amplifiers?

The two methods already described for increasing the bandwidth with negative
feedback used a resistor or resistors to create the feedback signal. Since any resistor
adds noise to the circuit, resistive feedback also decreases the amplifier’s noise
performance (that is, it increases the noise figure). Also, the transistor output is
delivered to the feedback network instead of to the load, in proportion to the feed-
back ratio. Figure 5.56 illustrates a method of lossless feedback that does not have
these two limitations, The feedback is realized with a three-winding transformer
connected to the common-base transistor amplifier so that it can simultaneously
provide gain and-impedance-matching. The transformer is wound with the polari-
ties as shown, and the two turns ratios with respect to the primary are m: 1 and n: 1.

The following analysis is simplified by making the close approximation that the
common-base current gain is unity. If the transformer is lossless, the input power is
equal to the power out, or

—(1+mi
m

LV +1IinV+ILmV=0 or L=

Therefore, the current to the load is

1
[0=[l_]2=+n++mll
m




5.3 Broadbanding Techniques 191
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FIGURE 5.56
A common-base amplifier with lossless feedback.

The collector voltage is -

Therefore

I[ I_o m
Ve d+n+m)n+m)
_—0 —

Since V,/I, = Z;,

Yo Z(+nt+m)n+m)
I] - m?

If the transistor base-to-emitter voltage V3, < V, then the input impedance is

z, =Y _Lxntm, (5.45)
I] m2
The voltage gain is then
Va IDZL _ 1+n +m ZL

=2 = = (5.46)
Vi L(Z;+Z) m Z;+ Z;
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Another advantage of this circuit is that the transformer turns ratios can be
selected for impedance matching. For resistive loads

1
Z = __."_{I_;_m R,
m
If l4+m+n=m? (547

then Z; = R;.

Also, the amplifier output impedance can be determined using the equivalent
circuit shown in Fig. 5.57 (where it is again assumed that Vj, < V).

The output voltage V, = mV, and the output current I, equals —1; + L. If the
transformer is considered ideal, then

—(1 + H)I]
L=——"—
m
- 1
and = Zmtltn
m
v, m? Vv m?

S0 Z, = s

1, =m+1+nl_.=m+1+n
Therefore, if R, = R, = R and m® = m + 1 4 n, the transistor input and out-
put impedances are also equal: Z; = Z, = R. The corresponding voltage gain is

m? m

A =— -
YT m4+n+1D2 2

Since the common-base amplifier has a current gain close to unity, the power gain
Ap ® A,

For a common-base amplifier without feedback the voltage gain is approxi-
mately

FIGURE 5.57
A small-signal equivalent circuit of the
amplifier shown in Example 5.14.
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If the load and source impedances are equal, the maximum voltage gain is unity.
Since the voltage gain with feedback is A, = m/2, the feedback can increase the
voltage gain. This is positive feedback, which implies that the feedback will reduce
the bandwidth by approximately the same factor that the gain is increased. This
feedback technique employs the common-base configuration, which has a much
wider bandwidth than the common-emitter configuration, and then sacrifices some
of the greater bandwidth for an increase in voltage gain. If R; is much larger than
Ry, the feedback can reduce the voltage gain. The analysis always depends on the
particular component values. The technique has the additional advantage of being
able to match the amplifier input and output impedances. It is well suited as an ele-
ment in a cascade of identical amplifiers.

EXAMPLE 5.15. The same transistor with the same collector current (g, = 0.4) as
used in the two preceding examples is used to implement the common-base feedback
amplifier shown in Fig. 5.58. Table 5.1 presents the results obtained from a computer
simulation of the circuit,

The GB product decreases as the gain is increased. For voltage gains of 6 or more,
GB 1is less than that obtained with the common-emitter amplifier using the same tran-

sistor and collector direct current. For this amplifier the input and output impedances are
500 2. ‘

For the design of high-frequency amplifiers, the most important step is to se-
lect a transistor with a sufficiently high gain-bandwidth product. The techniques
of high-frequency design become important only when other transistor specifica-
tions (such as power level and noise figure) limit the selection to transistors with an

Tomll

o

1

Al
| —<—+
—\I—/m SILA
=X
ha i
AAN
(=]
o=

500(1 . 3000

FIGURE 5.58
Lossless feedback amplifier discussed in Example 5.15.
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# TABLE 5.1 : :
Gain-bandwidth product of a common-base amplifier with lossless feedback

Gain-bandwidth

Turns ratio Voltage gain Bandwidth, Hz product, Hz
0 0.976 79.4 x 108 77.5 % 10%
4 1.984 11.22 x 108 22.2 % 108
6 2.975 4.67 x 108 13.9x 10°
10 4.95 1.6 x 106 7.92 x 108
20 9.615 422 %105 4,06 x 10°

insufficient gain-bandwidth product. The previous discussion has shown how the
bandwidth of single-stage amplifiers can be extended.

Neutralization

A technique known as neutralization was first used in radio-receiver amplifier
design to extend the frequency of operation by neutralizing the parasitic capacitance
C,., which appears between the input and output terminals. It consists of canceling
the feedback current through €, with an equal and opposite current. The most fre-
quently used method of neutralization employs the circuit shown in Fig. 5.59. Here
the transformer inverts the phase of the output voltage; if the neutralizing imped-
ance equals the impedance of the parasitic capacitance the neutralizing current will
cancel the current throngh C, . If the circuit were accurate and the parasitic capac-
itances were known precisely, neutralization would be a wideband technique; but in
practice it results in a relatively narrowband amplifier. Just as the development of
the pentode vacuum tube with much lower feedback capacitance than that of earli-
er triodes eliminated the need for neutralization in commercial radio receivers, the

Cr FIGURE 5.59
JI { A voltage amplifier with
c : nentralization.
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"L FIGURE 5.60
£ Another method of neutralization,
C
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improvement in high-frequency performance of transistors reduced the need for
neutralization in transistor amplifiers. Another method of neutralization that can be
used for narrowband amplifiers is given in Fig. 5.60, where the value of inductance
is chosen so that it forms a parallel resonant circuit with the capacitance C, atthe
frequency of interest. Neutralization is particularly useful in tuned-input, tuned-
output amplifiers where the feedback capacitance can cause oscillation (see
Prob. 7.16). A frequently used neutralization circuit ig shown in Fig. 5.61 where
the phase inversion is obtained with a center-tapped output transformer.

Cascode Amplifiers
The analysis of the single-stage amplifiers shows that the upper frequency limit of

the amplifier is usually determined by the pole of the input circuit. The bandwidth
can be increased either by decreasing the source resistance or by decreasing the

[

Y

v
e o
e e s

Voltage

J_ amplifier
[ ]

| (—
LA

FIGURE 5.61
A neutralization circuit employing a center-tapped transformer.
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%\j i

voltage gain (which reduces the Miller capacitance). If neither of these reductions
is possible, it may still be possible to meet the gain and bandwidth specifications by
using a two-stage amplifier consisting of a common-emitter (or commeon SOUICe)
amplifier followed by a common-base (or common-gate) amplifier. This configura-
tion, illustrated in Fig. 5.62, is known as the cascode amplifier. Although the circuit
can readily be analyzed by a brute-force approach, we will use an intuitive approach
as it provides more insight into the design process. The common-base amplifier has
a low input resistance of approximately r./8 and a unity current gain. Since the
input resistance of the common-base stage, which is low, serves as the load resis-
tance for the first stage, the voltage gain of the first stage will be low. This means
that the Miller capacitance for the first stage will be low, and the first-stage band-
width will be increased. The first-stage input impedance is r,, so the voltage gain
of the first stage will be

o=

||}

FIGURE 5.62
A BIT cascode amplifier.

T Firy

AUN—m_
1 rn-l+ng1ﬁ

Since the collector direct current is the same for both stages and the transistor cur-
rent gains are assumed equal, gn, = gm, and ry, = ry,; therefore

~

—r
rz + R,

The \foltage gain of the first stage is less than unity. The base alternating current of
the first transistor is

vy

R
R+

Since the current gain of the first stage is # and that of the second stage is approxi-
mately 1, the output current is

Iy
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S o8 FIGURE 5.63
— — A small-signal model of the cas-
code amplifier output stage.
_l_ #mh
I,l T Cl' x ::Cp RL
o
b
and the ountput voltage is
—BRLV;
Vo=L, R = ———
o ofAL Rs tr,

So the voltage gain of the cascode circuit
V. —BR.
Vi Rt
is about the same as can be realized with a single-stage amplifier, but since the first
stage no longer has a gain greater than unity, its bandwidth is increased even if a
large source resistance is used. The second stage, which does have a voltage gain

greater than 1, has an input impedance that is small {r;/8). The bandwidth for the
second stage can be determined from the small-signal model shown in Fig. 5.63.

(5.48)

For this stage the midfrequency voltage gain is -
1%
sz = VO = ELm R;

If the voltage gain is large, the small-signal equivalent circuit can be replaced by
that of Fig. 5.64. Since the stage is noninverting, the equivalent Miller input capac-
itance is negative, reducing the input capacitance, and since the equivalent input
impedance is r, /8, the bandwidth of this stage will usually be determined by the
capacitance across the output. The magnitude of the output pole is given by

wp ~ [R(Co + C)]™! (5.49)
This two-stage cascode amplifier has a voltage gain equal to what can be
obtained from a single-stage common-emitter amplifier, but it has an appreciably

»

gmW
Coll — &mRp) _l_
l/I T Cr :L'-:o MRL 'r'r T Cp :E CO RL
O

FIGURE 5.64
An equivalent small-signal model of the cascode amplifier output stage.
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wider bandwidth. The cascode amplifier finds extensive application in high-
frequency amplifiers and as the input stage of operational amplifiers.

M 54
AUTOMATIC GAIN CONTROL

Received signals are often subject to fading (slow variations in the amplitude of the
received carrier). Fading required the first radio set operators to continually adjust
the receiver gain in order to maintain a relatively constant output volume. This led
to the design of the antomatic volume-control circuit, which detects the amplitude
of the received signal and automatically adjusts the gain in order to maintain a con-
stant output signal level.? Automatic volume control, now generalized and known
as automatic gain control (AGC), is one of the most useful circuits in modern com-
munications receivers. In addition to maintaining constant output signal levels, it is
used in a variety of applications, including signal encoding and decoding and oscil-
lator amplitude stabilization.

The basic elements of an AGC system are illustrated in Fig. 5.65. The input sig-
nal is amplified by a variable gain amplifier (VGA) whose gain depends on a con-
trol signal V.. The amplified signal may be further amplified to produce the output
signal V,. Some parameter of the output signal, such as carrier amplitude, sideband
power, or depth of modulation, is detected and compared with a reference signal
V. The difference between these two signals is then filtered and used to control the
gain of the variable gain amplifier, the gain-controlling signal being either a voltage
or current. If the input signal is amplitude-modulated, the AGC circuit must not
respond to changes in amplitude modulation or else the AGC loop will distort the
modulated signal. This distortion is prevented by restricting the AGC circuit band-
width so that it does not respond to the modulating frequencies; but AGC can still
compensate for signal fading, which is relatively slow compared to the lowest mod-
ulating frequency.

v, Variable 14 v,
amplifier
&
T A
. Dietector
r
Difference “ Low-pass
amplifier filter ¥,
Ve
FIGURE 5.65

An automatic gain control system.
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¥, - FIGURE 5.66

Idealized voltage-transfer characteristics
of an AGC system.
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The characteristics of an ideal AGC circuit are shown in Fig. 5.66. For low
input signal levels the AGC is inoperative, and the output signal is linearly related
to the input signal. When the input signal level is greater than V, the ideal AGC cir-
cuit maintains the output level constant until the input level reaches V. For larger
signal levels the output is again a linear function of the input signal level. The elim-
ination of the AGC action at very high gain levels is often done to prevent system
instability problems.

The automatic gain control system described here is a negative-feedback sys-
tem. The control signal represents an error signal between the amplitude of the out-
put and the reference 51gnal As the input signal amplitude varies, the control signal
varies in a manner to minimize the error signal. The requirements of an AGC loop
differ depending upon the particular type of modulation of the input signal. The
AGC requirements for AM receivers are usually more stringent than those for FM
and pulse-modulation receivers.

The desired signal range at several points in the receiver is an essential design
parameter. It is necessary to keep the signal levels sufficiently large that receiver
noise does not degrade the performance; but the signal levels must not exceed the
linear range of the devices, or else distortion will occur. Signal range requirements
are the most critical in the input stage, where differences in signal strength are the
greatest.

Theory of Automatic Gain Control

An AGC system is'an mherently nonlinear system, and there seldom are general
solutions to the nonlinear equations that describe the system dynamics. There are,
however, certain systems for which a closed-form solution can be found, and for
most systems an approximate solution can be derived in terms of a small-signal
model.

Figure 5.67 illustrates an AGC system that can be solved analytically. In this
system the variable gain amplifier P obeys the control law

P = Kt (5.50)
o Vo = ViKye+e

|
1.
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v v FIGURE 5.67
—— P ° A linear (in decibels)
AGC system.
v
Envelope
detector
4]
Logarithmic
amplifier gain
¢
F(s)
+ W

where V; and V, represent the envelope amplitudes of the input and output, respec-
tively, and the logarithmic amplifier gain is

Vg =aln Vl =In szo
where K, is the gain of the envelope detector. The envelope detector output is

always positive, so the output of the logarithmic amplifier is a real number {positive
or negative). The control voltage is then

-

Ve = Fis)(V, — V2) = F(s)(V; —InK3V,)

where F(s) is the filter transfer function.
Since the variable gain amplifier obeys an exponential law

InV, =aV.+In VK,

the control voltage is
aV.=InV, —InV,K,
That is, -

InV,[1+aFE) =V, +aFs)V, +InK| —aF(s)In K,
The responsé to the il:llput signal is -

- InV,[1 +aF(s)] = InV, + aF(s)V,

Since InV, = 2.3log V,,

2.3
InV, = %eo = 0.115¢, dB

Let e, and e; denote the output and input, respectively, in decibels. Then
_ & 8.TaF(s)V,
T 14aFs) 14+ aF(s)

(5.5

€
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FIGURE 5.68

An equivalent block
diagram representation of
the AGC system shown in
Fig. 5.67.

8.7V, +,/D

aFis)

This particular AGC circuit is described by a linear differential equation, provided
the input and output quantities are expressed in decibels. The system can then be
represented by the linear negative-feedback system shown in Fig. 5.68. The loop
dynamics are described by the filter F(s) and the factor a of the variable gain ampli-
fier. Normally F(s) will be a low-pass filter, since the loop bandwidth must be lim-
ited so that it does not respond to any amplitude modulation present on the input
signal. Loop stability will depend on the order of the filter and the loop gain, The
steady-state change in the output, in response to a change in the input, is

Ae
£ =11 FOI™! .
Ae L1 TaFO)] (5.52)
where F(0) is the dc gain of the filter, It is desired to keep the change Ae, as small
as possible in response to changes in the input amplitude. This is accomplished by
making the dc loop gain as large as possible.
If F(s) is a first-order filter described by

Fis) =

-

s/B+1

where K is the dc gain of the filter and B is the filter bandwidth, then the d¢ char-
acteristic is

Ae,-
Ae, = 5.53
; 1+akK (5-53)
The total dc output of the system shown in Fig. 5.68 is
i 8.655V,ak
€= — 2 (5.54)

=1xak T 11 ex

Since the loop transmission aK is normally much greater than 1, the output e,
equals 8.655V;. The output amplitude in decibels is proportional to the reference
voltage V.. AGC loops'containing a reference voltage are referred to as delayed
AGC. This term does not imply that the gain control is delayed because of band-
width limitation, but rather that the AGC loop contains a reference signal. Simple
AGC loops, which do not contain a reference voltage, are common in inexpensive
radio receivers.

The closed-loop transfer function for the loop with the first-order low-pass
filter is

Ae; s/B+1

Ae, =
= 1+ ak s/(BA+aK)]+1

(5.55)

S L Y
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FIGURE 5.6%
Frequency response of the AGC system
shown in Fig. 5.67.

Aeﬂ
Ag;

m N
2
+
=
5
4

This system is inherently stable for all aK > 0, since the closed-loop pole will be
in the left half-plane for all a K > 0. The magnitude of the frequency response of
the closed-loop system is plotted in Fig. 5.69. AGC loops have a high-pass filter
characteristic in response to changes in the amplitude of the input signal. That is, at
high frequencies there is little AGC. For amplitude-modulated signals the comer
frequency w; should be lower than the lowest modulating frequency wyy:

w, = B(1 +akK) < wy

This implies that the filter bandwidth should be much less than the lowest modulat-
ing frequency, since the negative feedback increases the closed-loop bandwidth.
It was stated that it is desirable to keep the dc loop gain as large as possible in
order to maintain a constant output level. One method is to use an integrator as the
filter F(s). That is, F(s) = C/s. An ideal integrator has infinite gain at direct cor-
rent, so the steady-state output amplitude will not change in response to slowly
varying changes in the input amplitude. The output for this particular filter is

e;(s)s 8.6V,a
s+aC  s+aC

e,(s) =

For constant inputs the steady-state output is again proportional to the reference
voltage:

8.6V,
. lim e,(t) = ——
. t%oo.

C

EXAMPLE 5.16. Determine the time response of the AGC loop illustrated in Fig. 5.67
[with F(s) = C/s] to a step change in the input amplitude,

Solution. Since the system is described by linear differential equations, superposition
can be used to calculate the change in the output . That is,

5 Ae.(5)
Ae (s = ——-
ofs) = +aC
For a unit (decibel) step change in the input

Ae,(s) = s
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Variable v,
v ; ;
D | gain
amplifier
F Y
[
Detector
¢]
Low-pass Wy Difference -
filter amplifier _
13
FIGURE 5.70

An AGC system with two nonlinear components.

and Ae,(s) = (s +aC)”!
50, Ae,(t) = 7o

The output (in decibels) exponentially decays toward zero in response to a step change
in the input amplitude. The time constant of the decay is equal to the —3-dB frequency
of the AGC loop (w, = aC).

Another AGC Model

Many AGC loops do not contain the logarithmic amplifier which results in  linear
model when used with an exponential-type variable-gain amplifier. For some AGC
systems it is still possible to derive lincar small-signal models. The small-signal
limitation implies that the system analysis is valid for small changes from a partic-
ular operating point. Figure 5.70 illustrates a block diagram model for an AGC sys-
tem in which the variable-gain amplifier and the detector are the only nonlinear
components in the loop. To simplify the notation without loss of generality, the
gains of the detector, the difference amplifier, and the amplifier following the
variable-gain amphﬁer will be assumed to be unity. Then the system can be repre-
sented by the s1mp11ﬁed block diagram shown in Fig. 5.71 where V, and V; now

FIGURE 5.71

A simplified model of the
AGC system shown in
Fig. 5.70.

¥
— Y
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So the normalized change in output voltage is

AV, A
) = ———
v, s+KV,
AY,
and “2() = Aje KW
Vo

This last example illustrates how the loop dynamics can depend on the ampli-
tude of the input signal. For AGC systems in which control of the transient response
is critical, more complex loops are usually required.

If the variable-gain characteristic P(V,.) is known, it is possible to numerically
evaluate the dc characteristics of the loop by choosing a value of control voltage as
the starting point.

EXAMPLE 5.18. The AGC loop illustrated in Fig. 5.71 employs a variable-gain amplifier
with a square-law characteristic

PV)=V?
Determine the dc voltage as a function of input voltage for a reference voltage of 1 V,

Solution. The simplest solution is to calculate the input and output voltages for a
specified. control voltage. For example, if V. =0.5V, then V, =V, —V, =05V,
and

v, 05

v, = =— =2V
TPV 052

A plot of the static input-output characteristic is given in Fig. 5.72. The output voltage
varies 20 dB as the input voltage increases from 0.1 V to an arbitrarily large voltage.
Over this same range of input voltage the control voltage decreases from 1 to O V.

el r 3ol gl oy

10-1 10¢ 10 102 ¥

FIGURE 5.72
Voltage-transfer characteristic of the AGC system of
Example 5.18.
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The AGC systems discussed bere all provide a continuous monitoring of the
output amplitude and a continuous adjustment of the variable-gain amplifier. There
are many systems in which the output load is monitored intermittently and the gain
adjusted during these intervals. For the remainder of the time the control loop is an
open circuit, and the gain is held constant during this interval. Television receivers
are an example of a gated AGC system. If the gated signal that is used for the AGC
action does not contain any modulation such as the TV synchronization pulses, then
the AGC system bandwidth can be made quite wide to give very fast response, with-
out suppressing the modulation between pulses. Pulse-type AGC systems have been
analyzed using sampled-data techniques.* This approach has utility when a linear
model can be obtained for the system.

AGC System Components

The designer of AGC systems has several variable-gain-amplifier (VGA) control
laws from which to choose. The selection criteria include frequency response,
available range of control voltage, and desired range of the variable-gain amplifier.
A VGA whose gain is an exponential function of the control voltage can have a
wider variation in gain than can, for example, a variable-gain amplifier with a linear
control function. Multipliers have a linear control law by definition. Dual-gate
MOSFETs and pin-diode attenuators are two of the many circuits that exhibit an
exponential control law. Bipolar differential amplifiers, commonly used in inte-
grated circuits, have a voltage gain that is proportional to the collector bias current,
so the gain can be varied by adjusting the collector direct current. Figure 5.73 illus-
trates a simplified differential amplifier with the transistor Q3 serving as a constant-
current source. The collector current of /5 is

Ic = IseVRfVT

so the gain of the amplifier (proportional to Ic) is an exponential function of the
control voltage V. The circuit {with the bias network) shown in Fig. 5.74 can serve

FIGURE 5.73
An exponential amplifier for AGC
applications.
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P ' FIGURE 5.74
ic A logarithmic amplifier for AGC
loops.
R, =
0
¥

as a logarithmic amplifier for AGC loops that use one. Since the negative terminal
of the operational amplifier is at ground potential,

Vi
L= E =I-= Isev"/VT
and the output voltage is
Vi
Vo = VT In
8 £

which is a logarithmic function of the input voltage.

B 55 -
PROBLEMS

5.1 Add a capacitor to the amplifier shown in Fig. P5.1 which will make the upper 3-dB fre-
quency 20 kHz. Indicate where the capacitor is to be connected. What is the smallest
value of capacitance that can be used?

i2v FIGURE P5.1
A common-emitter ampli-

fier with voltage-to-current
feedback.

7\

50Q

|||——o = &

S

=
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5.2 Add a capacitor to the'amplifier shown in Fig. P5.2 which will make the upper 3-dB fre-
quency 20 kHz. Indicate where the capacitor is to be connected. What is the smallest
value of capacitance that can be used? (The transistor is biased so that the transconduc-
tance g, = 107*8§))

4V
10k9§

—C}

LY

/1 " [

C=wm
500 2
5MQ§ §2kn

FIGURE P5.2
A common-source amplifier.

5.3 The transistor used in the amplifier shown in Fig. P5.3 has a 8 of 100, a C, of 4 pF,
and C, =5 pF. What is the current gain-bandwidth product of the transistor? What is
the upper 3-dB frequency of the amplifier?

FIGURE P5.3
A common-emitter
500 k2 2.7k0 amplifier.

12v

3
e
‘a
|||———o =

|/
N

gsoon 10:«»
L]

5.4 What is the upper 3-dB frequency of the amplifier shown in Fig. P5.4? The transistor
B = 100.

&
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12v FIGURE P54
An emitter-follower circuit.

10 k0

2N3904

i

500 2

=

5.5 Design an amplifier (using discrete Q2V2222A transistors) with a minimum voltage
gain of 40 dB. The source impedance is 500 €, and the load impedance is 50 2. The
upper 3-dB frequency is to be 30 kHz and the lower -3dB frequency is 5 Hz.

5.6 What are the midfrequency voltage gain and upper 3-dB comner frequency of the
two-stage amplifier shown in Fig. P5.67 The transistors have identical characteristics:
gn =107 8,r; =10° Q, Cy; = 3pF, Cpy = 1 pF, and C,; = 3 pF.

-

Ve v

s

5ka 10k

L
T

504

|||-—o°<o

. l-.Mﬂ- Skﬂg_ ::C 5kﬂ§ o=c

FIGURE P5.6
A two-stage FET amplifier.

5.7 Calculate the gain and frequency response of the common-gate amplifier illustrated in
Fig. P5.7. See App. 2 for transistor specifications. The transistor is biased so that the
transconductance g, = 12 x 1073 8.
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A FIGURE P5.7
A A common-gate
1k L aroq  amplifier
U3
v =
R, =12V

5.8 Calculate the gain and high-frequency performance of the amplifier shown in Fig. P5.8.

The U310 transistor is used. See App. 2 for transistor specifications. The transistor is
biased for g, = 12 x 1073 §.

Ve FIGURE P58
A source-follower,

0

LS

—o

1 Mg §500 o

59 It is desired to build an amplifier with a gain of 40 dB using amplifiers with a gain-
bandwidth product of 107 Hz. Will a wider bandwidth be obtained using a single-stage
amplifier or cascading two amplifiers, each with a gain of 20 dB?

1 k2

M

||}

5.10 Derive an approximate expression for the high-frequency performance of a Darlington
amplifier. ‘

5.11 Design a lossless feedback amplifier using a 2N3904 transistor that has a voltage gain
of 6 and an _i_nput impedance of 50 Q. The source resistance is 50 £, and the load
impedance is 300-£2.

r

5.12 What will be the gain and bandwidth of the amplifier shown in Fig. P5.3 if the bypass
capacitor is removed from the emitter resistor? (Hint: Estimate the bandwidth, assum-
ing the gain-bandwidth product remains constant.)

5.13 What will be the gain of the amplifier shown in Fig. P5.2 if the bypass capacitor
is removed from the source resistance? Estimate the bandwidth, assuming the gain-
bandwidth product remains constant.

5.14 Derive an expression for the high-frequency response of an FET cascode amplifier.
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5.15 Design a cascode amplifier using 2N3904 transistors. The load impedance is 1 k2, and
the source is 500 £2. Bias the amplifier so that the voltage gain is approximately 25.
‘What is the predicted upper frequency limit of the amplifier?

5.16 Show that the control law K/V, results in the AGC system shown in Fig. 5.70 having
constant loop transmission.

5.17 Repeat Example 5.18 for the case in which the reference voltage is 2 V and the control
voltage can vary from G to 2 V.

5.18 Plot the static input-output transfer characteristic of an AGC system in which the
variable-gain amplifier obeys the control law

P(Vy=e"—1

5.19 Add a finite output resistance to the input buffer amplifier of the current feedback op-
amp model shown in Fig. 5.39, and derive an expression for the bandwidth of a nonin-
verting amplifier realized using a current feedback op amp.

5.20 A voltage amplifier has a gain-bandwidth product of 1000. Compare the bandwidth
obtained by realizing an amplifier with a gain of 1000 by using one of these devices to
use three of these devices, each operated with a voltage gain of 10.

521 Determine the output voltage of the differential amplifier in Fig. P5.21. Both transis-
tors have § of 100 and a unity gain frequency fr = 300 MHz at a collector current
of 2mA. AlsoC, and C, are equal. Determine the upper —3 -dB frequency of the dif-
ferential gain, -

[

FIGURE P5.21
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*5.22 Design a voltage amplifier with a midband gain of 20 dB, a center frequency of 10
" MHz, and a bandwidth of 1 MHz, using capacitor, inductors (all inductors have a Q
of 100), chokes, resistors, and transistors. Transistor specifications are as follows:
Both NPN and PNP are available with 8 = 100 and a unity gain frequency of
300 MHz at a collector current of 2 mA. And C, and C, are equal. The source resis-
tance is 500 ohms and the load resistance is 50 ohms.

*5,23 Design a high-frequency video amplifier with a voltage gain of 50 (+10%). The
source impedance is 500 €2, and the load impedance is 50 £2 . The output voltage is to
be 2 V p-p (£10%) . The frequency response should be from 50 Hz to as high as pos-
sible, Verify your design (including linearity) using computer simulation. Assume
both PNP and NPN transistors are available and they can be modeled by

MODEL MOD1 NPN BF = 100, VAF = 50, IS = 1.E-12, TF = .6NS, TR = §0NS, CJB
= 5pF, CJC = 5pF, MJC = .5, MJE = ,3333, WC = .75, VJE = .75

Also, dual 9-V supplies are available. Limit the total supply current to about 100 mA.
State the amount of supply current used. (The source resistance cannot be shunted).
Be sure to include a transient response in your report. Use a pulse input for the tran-
sient response. Use standard-value resistors and limit the size of the capacitors to 100
1 F. There should be at most 10% overshoot to a step input,
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Hybrid and Transmission-Line
Transformers

W6l
INTRODUCTION

In addition to the transformers described in Chap. 4, there are two other kinds of
transformers that are frequently used in communication cireuits. The three-winding
and transmission-line transformers can both be configured for adding and/or sub-
tracting multiple inputs. Another particularly useful transformer, called the hybrid
transformer, consists of a four-port circuit that provides isolation between selected
signals (ports) and at the same time provides for maximum transfer between the
other two ports. In the following sections of this chapter the three-winding and
transmission-line transformers will be analyzed, and we will demonstrate how they
can both be used to create the hybrid transformer. The idealized behavior of these
transformers, most useful for design and analysis, will be presented, along with the
description of more detailed models that are best analyzed by computer methods.

B 6.2
THREE-WINDING TRANSFORMERS

It is often required that voltages in certain sections of an electric circuit induce volt-
ages in selected branches and at the same time isolate other branches. The three-
winding transformer is the most widely used means to accomplish this end. To illus-
trate the technique, the ideal three-winding transformer will first be evaluated.
Consider the ideal transformer of Fig. 6.1 with an N:1 turns ratio between each
half of the primary and the secondary winding. Since the transformer is ideal,

Vi=V, =NV (6.1)

Also, no power is dissipated in an ideal transformer, so the power output is equal to
the power supplied:

I] V] + Isz == —[3V3 (62)

213
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- Nit FIGURE 6.1
1 ! * A center-tapped transformer.
4}
L3 =
L)
T E
¥y ~
A }
tf— —
or (L + )NV =LV,
Therefore, the current relation in this ideal transformer is
~Ii= NI+ L) (6.3)

Consider now the ideal transformer used to couple the four voltage sources and
source resistances as shown in Fig. 6.2. The three current-loop equations are

E\—E,=N(Zi+Z)—-hLZ,+ NV; (6.4)

—Ey+ Ey=—-hLZi+ L(Z;+ Z,)+ NV; (6.5)

Ey=hZ;+V; (6.6)

If Eq. (6.6) is used to replace V3, Eqs. (6.3) through (6.5) can be written (in
matrix notation) as -
E,—E,— NE; I,

—-E2 + E4 - NE3 =A 12 (67)
0 I

where the matrix

FIGURE 6.2
A circuit with four voltage sources and a center-tapped trans-
former.
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Zi+ Z,4 —Z4 —NZ;3
A= —Z4 Z+ 2y —NZ; (6.8)
N N i

It is possible to select the impedances so that there is isolation between ports.
For example, to isolate port 4 from Ej;, the current in response to Ej, through
Z4(I) — 1), should be zero. The current 7, in response to Ej is

I = —NZ4E3; — N(Zy+ Z4)E;

' det A

where det A is the determinant of the matrix A. Also, the current I, in response to
E3 is

(6.9)

_[NQZs+ Z))1E5

Iy = 6.10
? det A ©-10)
50 the current through Z, in response to Ej is
N(Z\ — Z,)E;
h-L=—-————% 6.11
1— 4 det A {6.11)

Port 4 will be isolated from port 3 if Z, = Z;, That is, if Z, = Z;, an applied volt-
age F; will not develop a voltage across Z,. This property of the center-tapped
transformer is one of the reasons this type of transformer is so often used. An
example of its application can be found in the impedance-bridge circuit illustrated
in Fig. 6.3. An unknown impedance can be inserted as Z;, and then Z; is adjusted
until the voltage across Z, is zero. This occurs only when Z, is equal to Z,. Very
fine resolution can be obtained using a null detector to measure and amplify the
voltage across Z,4, or a current meter can be used in place of a voltmeter. If the volt-
age across Z, is zero, the current through Z, is also zero.

If, in addition, ports 1 and 2 are to be isolated from each other, I; in response to
E; must be zero. That is,

I — —E(N*Zs— Zy)
2T det A

(6.12)

FIGURE 6.3

An impedance-bridge circuit
that uses a center-tapped
transformer.
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So I, will be zero for all E, if

z
2= N? (6.13)
Z;
Ports that are isolated from each other are said to be conjugate. We have seen that
ports 3 and 4 will be conjugate if Z, = Z, and that ports 1 and 2 are conjugate if
Z4/Zy = N2 If both sets of ports are conjugate, the transformer is said to be bicon-
jugate.
EXAMPLE 6.1. If identical loads are placed on the transformer primary so that I} = I,
and V| = Va, what is the impedance R’ seen looking into port 3 of the transformer cir-
cuit shown in Fig. 6.47

Solution. Since R = R, = R, ports 3 and 4 are conjugate; therefore, the current I} — I,
is zero, and terminals @ and b can be either short- or open-circuited. The secondary
resistance is

Vs _W/N R

R = = =—
I3 2NN 2N2

If only half of the primary is used (R; = oc) so that I; = 0, then

Vi _WN R

R = = = —
I3 NL N?

provided that terminals a and & are short-circuited together.

A second property often required of center-tapped-.transformer circuits is that
all four source impedances (Z,, Z;, Z3, and Z,) be matched for maximum power
transfer. For the center-tapped transformer of Fig. 6.2, with the port impedances
matched for isolation, Eq. (6.8) becomes

E,— E; — NE; 21+ 7, ~Za —Z4y/N I
—E,+E;— NE;, | = —Z, Z+Zy, —Z4y/N I (6.14)
0 N N 1 5L
The input impedance at port 1 is defined to be
E
Z, =——2Z (6.15)
. I3
FIGURE 6.4
. o The transformer circuit dis-
R + _._13 cussed in Example 6.1.
" - +
& — —"'—‘———————'3: —— Vg
j— -
V2
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since Z, is taken as the source impedance of E,. If Eq. (6.14) is solved for 7, in
response to Ey, it is found that

h Zi+27Z4
L e 6.1
El det A ( 6)

where det A = (Z,+ Zy* +2Z4(Z\ + Z) + Z2 = (Z, + 2Z4)° (6.17)
Therefore,
E  (Z1+2Z,)

— =" =7 427 6.18
7 Zi +27, 1+22Z4 ( )
and Z, =22, (6.19)
Thus for maximum power transfer from port 1,
Z*
Zy= ‘j'" (6.20)

where Z} is the complex conjugate of Z;.
The input impedance of port 3 is likewise defined as

zo=2_B_4 6.21)

and can be determined by solving Eq. (6.14) for I; in response to E;. That is,

L +7Zy, -Z, —NE;
—Z4 Zy+7, —NE,

N N 0
I = 6.22
’ det A €22
or B N°Za+ N’Zy + 2NXZ + Z4)  2NX(Zy +2Z4) 623)
Ey (Zy+22,)? C (Zi+2Zy)? '
Therefore
E, Zy+ 224
= — -y = _ 7 6.24
A= 3 e 3 (6.24)
Since ports 1 and 2 are isolated, Z, = N?Z; and
Z
Zi = 51 (6.25)
Thus for maximum power transfer from port 3,
Z*
Zy= 1 6.26
3= o (6.26)

which is the same requirement obtained for port 1.
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It is easily shown that these relations will also result in maximum power trans-
fer from ports 4 and 2. That is, if the transformer is biconjugate and one port is
matched for maximum power transfer, they are all matched for maximum power
transfer. To summarize these findings, if in the ideal transformer circuit of Fig. 6.2

Zy=2,=27Z
Y z*

d Zn=— =
an 3TN T o2

the transformer will be biconjugate with all ports matched for maximum power
transfer. A biconjugate transformer with all four input impedances matched for max-
imum power transfer is referred to as a hybrid transformer.

Asymmetric Three-Winding Transformers

The ideal transformer we have been considering has equal turns ratios on both sides
of the center tap. If the tumms ratios are not equal, the impedances can still be
matched for port isolation and maximum power transfer between ports. Consider
the ideal transformer shown in Fig. 6.5. (Purely resistive impedances will be con-
sidered here without loss of generality.) The turns ratio from the secondary to the
top section of the primary is kN and from the secondary to the bottom section of the
primary is N. Since the transformer is ideal,

Vi=kNV; = 6.27
Vo= NV, (6.28)
and the power to the transformer is equal to the power output, so
Vili + Vol = —V3 L5 (6.29)
or ENI + NI = - 15 (6.30)

FIGURE 6.5
A circuit incorporating an asymmetric three-winding transformer.
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The loop equations are

—Es+ E —kNV3; =1 (R + Ry — LR, (6.31)
Ey—Ey—NVy=—1IRy+ I,(Ry 4+ Ry) (6.32)
Es=hLR;+V; (6.33)
If Eq. (6.33) is used to eliminate Vs, Egs. (6.31) through (6.33) become
E, — E, — kNE,4 Ri+Ry —Ry —kNR;T[H
—E;+E,—NE; | = —Ry R+ Ry —NR; I (6.34)
0 kN N 1 I
or E=Al (6.34a)

In order for port 2 to be isolated from port 1, 7, must be zero in response to Ej.
Since

L —kN’Ry+R,

E = oA (6.35)
port 2 will be isolated from port 1 (and port 1 from port 2), provided
Ry = N?R3k (6.36)
In order for port 3 to be isolated from port 4, I; must be zero in response to E,.
Since -
Ri+Ry —-Ry —E4
Ry R+ Ry E,
I kNR, — NR
or Fi = —dl;t:&__l (6.37a)
port 3 will be isolated from port 4 if
R, =kR, (6.38)

.

In the same manner it can be shown that if Eq. (6.38) holds, then port 4 is also iso-
lated from port 3. '

Equations (6.36) and (6.38) provide the relations between the resistor values in
order that the asymmetric tapped transformer have the first property of the hybrid
transformer. We will now determine the resistance required at each port in order for
the transformer to also have the second property of maximum power transfer
between ports. For maximum power transfer at port 1, it is necessary to determine
the port’s input resistance

R = Z1_p, | (6.39)



220 CHAPTER 6: Hybrid and Transmission-Line Transformers

The, response I; to the voltage E; can be found by solving Eq. (6.34) [with
Eqgs. (6.36) and (6.38) substituted for R3 and R, respectively]

E, —Ry —R4/N
0 Ri/k+ Ry —R4/(NK)
0 N i
I = 6.40
! det A (6.40)
Therefore,
El det A

E_ 6.40a
I = Rijk+ Ret Refk (6.40a)

The value of the determinant A in the case in which the ports are isolated (biconju-
gate) is given by

R R R.R R?
det A = R, (?1+R4+?4+R4)+ 11+2R§+—ki+kR§

_ R+ R+ E)P
B k

(6.41)

E
50 T =R+ R+
1

Therefore, for maximum power transfer from port 1,
Ri=Ry(l+k) (6.42)

Likewise, the resistance at port 3 can be calculated using Eqgs. (6.34), (6.36), (6.38),
and (6.41):

Ri+ Ry —Ry —kNE;
—Ry, Ri/k+R, —NE;
EN N 0
I = 6.43
’ det A ©43)
E R+ R(1 + B
Thus 1—3 _Rt ‘;(( HOT N1 4 bRy + Ret 4+ 1) (6.44)
A3
: R+ Ry(l + k)
% T TN+ (6.44a)
Since ports 3 and 4 are conjugate [and using Eq. (6.42)],
E3 E3 R4 Rl
R.=——Ry=— — = 6.45
"L "7 L kN* N%(1+k ©49
That is,
R
Rs .

= N+ k) (6.46)
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for maximum power transfer from port 3. This is also the condition for maximum
power transfer from port 1,

It should be observed that once the port isolation properties have been estab-
lished, the equations can be solved in a much easier manner. For example, if it is
desired to calculate the response to an applied voltage Ej, the network can be
drawn as shown in Fig. 6.6 (since I, — I, = 0). The secondary voltage and current
can be found from the two equations

—Ii =kILN + LN = NGk + DI, (6.47)

Since I = _1 ’;Vi“ (6.48)

we have Vs = _;R = % N(kI:— T (6.49)
Thus

4= % T IK: = N2(1f+ T ;4k (6.50)

which agrees with the result previously obtained for the input impedance.
Table 6.1 summarizes the resistance relations required for the asymmetric
transformer to have isolated port pairs and maximum power transfer between ports.

EXAMPLE 6.2, A transformer circuit is illustrated in Fig. 6.7. Determine the turns
ratio N and R, so that the circuit is a hybrid transformer, fnd determine the output vol-
tage E,.

Solution. For the circuit to be a hybrid transformer. Table 6.1 shows that

R 1
L
N_2R3 4
R
and R4=5=25

m

FIGURE 6.6

An asymmetric three-winding transformer equivalent circuit in
which ports 3 and 4 are conjugate.
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‘B TABLE 6.1
Resistance relationships in an
asymmetric hybrid transformer
Ry = Rk
R, =R
Ra = R
T N1+ k)
Ry= L _ KR
14k 1+&k

The circuit will be a hybrid transformer provided N = 1 and R4 = 25 Q. In this casc
the input impedance of port 1 is 50 L2, so

L=2
'~ 100
The current I will be zero, so
E,
L=—-NI)=——
3 1 200
E
and Ea = _I3RL = _él

Power Transfer in Hybrid Transformers

If power is applied at port P;, no power is transferred to port P, because the ports
are isolated. Since the transformer is lossless, the power must go to ports 4 and 3.

M
8
o
&

500

FIGURE 6.7
The transformer circuit discussed in Example 6.2.
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That is,
PP=P+ P (6.51)
Also, since the current through R, is equal to the current through R, and
Ry = - 6.52
T 1 +k ©.52)
the power distribution for an applied power P is
p = 1! (6.53)
YTk '
kP,
d PR=P—-P=— 6.54
an 3 1 "= Tk (6.54)
P N2K[R,/(N%k
or B _ NWAR/INTO) _ (6.55)
P, R,
If the power is applied to port 2,
Ph=P+F (6.56)
Since Iy = 12 (I] = 0),
Pk
P, = 6.57
T 14k ©>7)
k P
PRP=FRll—— | = 6.58
P 1+ k) 1+k (6.58)
P
and 2ok (6.59)
Py

Thus we see that the hybrid transformer can be used to split the power between
two ports in a ratio determined by the transformer turns ratio. If the power applied
to port 3 is divided between ports 1 and 2,

PR=P+ D (6.60)
Since I} = h(Py =0), the power is divided so that
kP P P
= — and Pr=- or L=k 6.61)
1+k 14+ P
If the power is applied to port 4, I, =0, so I, = —kI, and
R
P R (6.62)
P Rk

These power distribution results can be summarized as follows: If the power from
port Cis divided between ports B and D in the ratio k, then the power from port A,
the conjugate port of C, will be divided between ports B and D in the ratio 1/k.
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Phase Distribution in Hybrid Transformers

One other property of hybrid transformers is concerned with the phase shift. While
the phase shift between three of the four ports will be zero, the phase shift between
the remaining port will be 180°. Various transformer configurations may be used,
but in all of them the transmission path will have a phase shift differing 180° from
the other three phase shifts. For example, consider the response 3 to the applied
voltages E, and E,. The current I3 is found using Eq. (6.14):

I — Ei[—Z,N — N(Z + Z)] — Ej[—Z4N — N(Z1 + Z4}]

6.63
’ det A {6.63)
Ei—ENZ, +2 7
and Ey=—1Z; = ( ! 2)((1 tl';_ Z)NZs
>
(6.64)
_ (B EINZ;
B Zl + 224

The output is proportional to the difference of the input signals, and the device is so
used in many communications circuits.
If we calculate I, in response to E; and E,, we obtain

E(Zi+Z)+ Z4) | El(Z1+ Za) + Z4]
det A det A

_ E+E . (6.65)
CZy+2Z

If the output is taken across Zy, it is proportional to the sum of the two input signals.
The hybrid transformer can therefore also be used to combine or subtract signals
and may act as a signal combiner, such as in push-pull circuits. The usefulness of
the hybrid transformer arises from its ability to isolate ports and, at the same time,
to match impedances between the ports. The device can also be used to split a sig-
nal into two components, an operation that is not affected by a failure in the conju-
gate channel.

I4=I1—Iz=

Nonideal Three-Winding Transformer!

The furevious discussion of the three-winding transformer assumed that the trans-
former was ideal, with no mutual coupling between the two sections of the primary.
The derivations describe ideal circuit behavior, but they do not describe the limita-
tions encountered in a practical circuit. The actual frequency characteristics of a
three-winding transformer will now be described.

The equivalent circuit for a nonideal three-winding transformer with identical
primary windings is shown in Fig. 6.8. Here L, is the inductance of the secon-
dary winding, L, is the inductance of one primary winding, M is the mutual induc-
tance between the secondary and one-half of the primary, and M, is the mutual
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FIGURE 6.8
A circuit incorporating a nonideal three-winding transformer.

inductance between the two primary sections. With these definitions, the three loop
equations are

EN—E,=(Z +sL,+Z)L + (sM, — Z)IL, + sMl; (6.66)

—Ey+ Ey =M, — Z)L +(Zo+ Zy+sL) L + sMI (6.67)

Ey=sMl +sMbhL + (sL, + Z3) 13 (6.68)

or E =AI - (6.69)

If the current 73 in response to an applied voltage E, is calculated, it is readily
proved that if Z; = Z;, ports 4 and 3 are isolated.
The current I, in response to Eq is

_ E\[(sM)Y? 4+ (Zy — sM,)(sLy + Z3)]

I A (6.70)
where the denominator is the determinant of the A matrix of Eq. (6.69).
In order for port 2 to be isolated from port 1, it is necessary that
(SM)? +(Zy — sM)(sLy + Z3) =0 (6.71)
or, in terms of the stéady-state response,
_ —0™M 4 ZyjoLs+ oMLy + ZiZ5 — joM,Zs =0 (6.72)
The C(;efﬁcient of coupling between the two primary sections can be defined as
M,
K,= I 6.73)

and the coefficient of coupling between the primary and secondary can be de-
fined as

M

= CL” 6.74)



226 CcHAPTER 6: Hybrid and Transmission-Line Transformers

It follows that
K., M?
MiLy = KoLoLy = —7— (6.75)
If K, =K? (6.76)
then Eq. (6.72) reduces to
ZijoM,
= D (6.77)
Zy+ jwLy
= Zs (6.78)
Zs/(JoK L) + Ly /M, '

which is the required condition for ports 1 and 2 to be conjugate. If, as is the case in
most practical situations,

KawLa > Z3 (679)
ports 1 and 2 will be isolated, provided that
M,
Zo~ 220 = ZUNPK, (6.80)

b
where the turns ratio is defined by
L
NE=2
L, -

This is identical to the requirement for the ideal transformer (X, = 1). Hybrid
transformers are normally designed with

(6.81)

Z4
2y = —— 6.82
3= NIK, (6.82)
This requirement can be met over a broad range of frequencies, but the low-
frequency performance of nonideal center-tapped transformers deteriorates when
wL, is no longer much greater than Z,; their high-frequency performance is limit-
ed by the stray and interwinding capacitances.

.

B 63
TRANSMISSION-LINE TRANSFORMERS

Transmission lines can also be used for impedance matching and power transfer.
One of the principal functions of transformers in radio communication circuits is to
match impedances between two networks. In applications where a narrowband cir-
cuit is required, the transformer can also serve as an integral part of the tuned cir-
cuit. However, unless special techniques are used, transformers are restricted to
relatively narrowband applications, primarily because the interwinding capacitance
resonates with the transformer inductance. Transformers built to minimize inter-
winding capacitances are usually bulky, especially if a great deal of power is to be
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transferred. Thus, engineers seek other means of matching impedance levels when
large bandwidths are desired. A successful approach has been to construct trans-
formers using transmission lines.?

The distinguishing feature of the transmission-line transformer is that the coils
are so arranged that the interwinding capacitance combines with the inductance to
form a transmission line that has no resonant frequencies that would limit the circuit
bandwidth. For this reason the windings can be closely spaced while maintaining
effective couplings. The net result of this construction of transmission-line trans-
formers is a strong high-frequency response.

Consider the circuit shown in Fig. 6.9. It is assumed that the voltage travels from
Vito V2 viaa ransmission line. Also [, is the current at the sending end, and 77 is the
current at the receiving end. The loop equations for the circuit can be written as

Ei=(h+ DR, +V, (6.83)
=(Lh + LR, - Va+ LR, (6.84)

The two transmission-line equations that relate the voltages and currents on a loss-
less line are?

Vi= Vacos Bl 4+ jLZ, sin Bl (6.85)
i V.
and I = Lcos Bl + Jz 2 sin Bl (6.86)

£rd

where [ is the line length, § is the line phase constant, and Z, is the characteristic
impedance of the line. Both 8 and Z, are determined by the line inductance I and

capacitance C per unit length:
L 1/2
Z,= (—) (6.87)

h ¢
—_— - "4
121 121
' t’z
[ll t
I R,
A
- +
Vl
—
h

FIGURE 6.9
A transmission-line transformer circuit.
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and B = (LCY w (6.88)
The line wavelength is
2
A= —;1 (6.89)

The line inductance and capacitance depend upon the wire size and distance
between conductors. Transmission-line transformers are normally made by twisting
the two conductors together. The characteristic impedance decreases as the number
of turns per unit length increases.* Figure 6.10 illustrates a typical plot of charac-
teristic impedance as a function of the number of turns per centimeter.

If Eq. (6.85) is used to eliminate V), the equilibrium equations are

Ei=[ Ry, R+ jZ,sinfl cos Bl h
E,=| R, R, + R, -1 I
0 = -1 cos Bl Jjsin g/ Z, v, (6.90)
Thus
R, E; cos Bl
R, E; -1
I = -1 0 @Gingl)/Z,
det A (6.91)
Ei(14cosBl) _

= 2R,(1+ cos Bl) + Ry cos Bl + j(RRy + Z2)(sin Bl)/ Z,

and the output power is

Pa = |12|2RL
6.92
_ EX(1 4+ cos B)'R, 692)
" [2R,(1+cos BI) + Ry, cos I + (R, Ry + Z2)2(sin® 1)/ Z2
. FIGURE 6.10
The characteristic impedance of a twisted-
o 9 pair transmission line as a function of the
g \ number of twists.
% a0
;-
.E 30_
e
)
10—

T R S S B
=72 3 3% %

‘Twists per centimeter
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~ The value of characteristic impedance Z, for which the output power is a max-
imum can be found by setting

dP,
dz,

The maximizing value of Z, is found to be

Z, = (RyR)'? (6.93)

=0

independent of the line length /,
Now with the value of characteristic impedance Z, = (R, R,)'/?,
EZ(1 +cos B1)*R;.

6.94
[2Rg(1 +cos BI) + Ry cos BI1> + 4R, R, sin® Bl ¢ )

P, =R, =
To determine the value of R; for which P, is a maximum, the derivative
dP,/dR,, is set to zero. The maximizing value of Ry is
_ 2R, (1 +cos Bi)
- cos Bl

which is equal to 4R, for I ~ 0. For Z, = (R,R,)"* and R, = 4R,, Eq. (6.94)
can be written

R {6.95)

_ E:(1 +cos SR,
~{R./[2(1 + cos Bl)] + Ry cos I} + R? sin? Bl
4E}(1 + cos Bl)

o

= 6.96
R (5¢co8? Bl +6cos Bl +5) (6.96)
Since the maximum available power from the source P, is
E? E?
Py=—t = (6.97)
4R, R,
the ratio of output power to available power is
P, 1 n?
(1 +cos D) (6.98)

Py~ 5(1+ Zcos Bl + cos? B)

Equation (6..98) shows that the frequency response of this circuit starts to roll
off when cos 81 becomes significantly less than 1, and the power gain is zero when

or l=—== {6.99)
The power gain is zero when the line is one-half wavelength long. Transmission-
line transformers are designed so that the line length is normally less than one-tenth
of a wavelength at the highest frequency of interest. The shorter the physical length
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of the line, the higher the upper cutoff frequency of the device. Transmission-line
transformers can be built with twisted-pair wires to have an upper cutoff frequency
above 100 MHz. The upper frequency limit can be extended into the gigahertz
region using thin-film fabrication techniques.

Equation (6.98) indicates that the low-frequency response extends down to zero
frequency. Actually, the transmission-line model is not valid at the lower frequen-
cies. This is seen when the circuit of Fig. 6.9 is redrawn as shown in Fig. 6.11 where
the transformer is modeled as an autotransformer.

The step-down autotransformer can be replaced by the equivalent circuit shown
in Fig. 6.12. It is readily shown that for the two circuits to be the same

L\
N=|-—- 6.100
(%) (6.100
where L is the total inductance shunting R; and the inductance
V;
L=w'| (6.101)
Il =0

If the circuit in Fig. 6.12 is closely coupled with k = 1, the low-frequency
behavior is described by

NE;[sLyR; /(R, + R))]

= 6.102
2T 14 sLo(R, + Rp)/(RgR)) (6.102)
Where R, = N*R, (6.103)
FIGURE 6.11
A low-frequency equivalent circuit of the
circuit shown in Fig. 6.9.
; % RL
(1 — kDL, szr FIGURE 6.12
N Another low-frequency equivalent cir-
r - _Tl cuit of the circuit shown in Fig. 6.9.
| |
: | §RL
i I
| |
i |
L |
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the —3-dB frequency is’
__ R
T La(Rg + R))

To reduce this cutoff frequency for a given R,, L needs to be increased. This
can be done by increasing the line length, but, as previously shown, this reduces the
higher-frequency limit of the device. Another method for increasing the inductance
L is to wind the wires on a magnetic core of high-permeability material, since
the inductance of a conductor is directly proportional to the permeability of the sur-
rounding medium. Since equal and opposite currents flow in the two windings, the
core does not influence the internal magnetic fields or the characteristic impedance
of the line. The core’s sole role is to minimize the shunting current that deter-
mine the lower cutoff frequency. The core does not couple energy from input to out-
put (except perhaps at the lowest frequencies); rather, the power is coupled through
the dielectric medium of the transmission line. Therefore, small ferrite cores can be
used in transmission-line transformers operating at relatively high power levels.

The analysis of circuits containing transmission-line transformers can be
simplified by analyzing the transmission-line transformer under ideal conditions
{that is, the line is assumed lossless and matched so that V|, = V5). Consider the
transformer in Fig. 6.13. Since the sum of the voltage drops around the loop V,+
Ey—V,—E  is 0if Vi=V,, then E, = E,. Also, in the ideal transmission
line, Iy = I,; thus under ideal conditions the circuit can easily be analyzed.

For the ideal case,

(6.104)

Wy

[

L=15h (6.105)

and E =E, (6.106)

Thus Vo =E;+ Ey =2E, (6.107)
13

[ ¢/

FIGURE 6.13
A 4:1 impedance step-down transformer.



232 CHAPTER 6: Hybrid and Transmission-Line Transformers

V., 2E
since R,=—2=""_4z (6.109)
L I

In this case the transmission line serves as a step-down transformer, thereby
reducing the load impedance by a factor of 4. For maximum power transfer, R,
must satisfy the relation

R; = 4R, (6.110)
and the line characteristic impedance must be
Z,=(Ry, R)'* = 2R, (6.111)

Step-Up Transformer

The transmission-line transformer can also be used as a step-up transformer if used
as shown in Fig. 6.14. If the line is ideal,

Lh=hL=1 (6.112)
Therefore
=21 (6.114)
V.=E - (6.115)
Vi E
d R =—=— 6.116
an L I 27 { 6)
The input impedance
Vi 2F
Zi:nf =T=4RL (6.117)

FIGURE 6.14
A 4:1 impedance step-up transformer.
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FIGURE 6.15
An (N + 1)?:1 impedance step-up transformer.

Larger impedance ratios can be obtained vsing multiple cores, as shown in
Fig. 6.15. The current [ from the first core flows into the primary of the second
core. This same current is also transferred to the secondary of the second core and
hence through the third core, etc. It is evident that the total load current is

I =(N+1I (6.118)

where N is the number of cores. Also, if each line is matched, the load voltage
Vi = E will also be equal to the voltage across the output of each transmission-line
transformer. The input voltage V; must then be

V, =(N+DE (6.119)
Hence - . R, = E (6.120)
O ‘ LT N+ DI '
N ‘ DE
and R, = (N%) (6.121)

For maximum power transfer, the load resistance must be

RS
=2 (6.122)

A similar method can be used to obtain the step-down transformation

Ry = (N +1)°R, (6.123)

R;
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Hybrid Transformer

Transmission-line transformers can also be used to realize the versatile hybrid
transformer, as in the circuit illustrated in Fig. 6.16. Three loop equations for the cir-
cuit can be written as

E\—Es=I{(Z,+2Z))—hiy+ta (6.124)
—E;+ Ey=—-NZi+ h(Z:+ Zy) + ay (6.125)
E3 = I3R3 + a; (6126)

In addition, if the transmission line is ideal,
a =a, (6.127)

and the following circuit identities hold:

L =1 (6.128)
Lh=0hL-6L (6.129)
I+h+I=1L (6.130)

If I and I4 are eliminated from these three equations, it is found that
-L=5L+5 (6.131)

Equations (6.124) through (6.126) and (6.131) are identical to Eqgs. (6.3)
through (6.6) developed for the center-tapped transformer (with ¥ = 1), so the
results developed for that circuit apply here also. In particular, the ports of the
center-tapped transformer will be biconjugate if

Z =27, (6.132)
and Z3 =2, (6.133)
i I I A E, FIGURE 6.16
* * * * A transmission-line hybrid
+ + ‘VZY\' \ transformer.
L | L] E,
R; _ _ Z, :
L
Ey
E,
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FIGURE 6.17
A class B push-pull amplifier incorporating transmission-line
transformers in the output stage.

The transformer will be a hybrid transformer provided the additional relation
Z7

Zy 2

{6.134)

is satisfied.

A Power Qutput Stage -

Figure 6.17 illustrates a method for combining the outputs of a class B push-pull
amplifier to drive an unbalanced load R;. Two transmission-line transformers are
used. The circuit operation can be easily understood by considering the transmission-
line transformers one at a time. If the upper transistor ¢, is on and the bottom tran-
sistor is off, the circuit can be drawn as shown in Fig. 6.18. (Ignore for the moment
that the load is not balanced.) If the current through Ry is 7, then the current supplied
by E; mustbe 21 If E, is off (open) and E»(Q>) is on, then half the current supplied

Ry FIGURE 6.18
ANWN—— An equivalent circuit for analyzing
o ’ T transformer 7.
. I

: l ’l%“ b




I

236 CHAPTER 6: Hybrid and Transmission-Line Transformers

I_- FIGURE 6.19
AT — A balanced-to-unbalanced (BALUN}) trans-
former.
Ei -— Ry

by E; will pass through R, (but in the direction opposite to that supplied by E,). The
transformer 7T} serves to combine the two class B push-pull outputs.

The current in both transformer windings is I, so the current through R, is also
1, and the current supplied by the generator is 2/. The input impedance of the trans-
former circuit (Fig. 6.18) is Z; = V;/(2I). The voltage at the bottom of Ry is V),
and the voltage drop across R4 is Vi +a, where a is the voltage across the trans-
former. Then V; = V; + 2a and

Vi Vi+a a Ry

Z, =4 = e _ e 6.135
27 a7 TRty (6.135)

since Ry = 2a/l.

This is the impedance seen by the amplifier with output impedance R,. The
remaining problem is that one side of the load in Fig. 6.18 is not grounded. This is
solved by using a transmission-line transformer, as shown in Fig. 6.19, to convert
from an unbalanced to a balanced load. It is easily shown that the impedance seen
by the source E;is R;. Therefore, the transformer-T, combines the two transistor
outputs and serves as an impedance matcher. The transformer 7T, converts the bal-
anced output to an unbalanced load.

Transmission-line transformers are relatively broadband and have very effec-
tive high-frequency performance (to several hundred megahertz). However, they do
not have as good a low-frequency performance as conventional transformers and
can only realize the turns ratio of n 4 1, where # is an integer.

B 6.4
PROBLEMS

~

6.1 Derive tﬁe re]ation between Z, and Z, for port 3 of Fig. 6.2 to be isolated from port 4.

6.2 Show that the equations

Zi=2=2 and z=22_F%
tTeT T NT T 2N?
will result in maximum power transfer from ports 2 and 4 of the circuit shown in
Fig. 6.2.

6.3 If the applied voltage E; = 1 V rms in the circuit shown in Fig. P6.3, what is the output
power?
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E .
500 1:1
* +
2000
NN 2000 § E,
L ]
NN
| 500
:
f FIGURE P6.3

A three-winding transformer circuit.

6.4 Show thatif R; = kR,, then port 4 is isolated form port 3 in the transformer illustrated
in Fig. 6.5.

6.5 Derive an equation for the current through the detector D of the bridge circuit in
Fig. 6.3 (as a function of R, and R;) if the detector has zero input impedance.

6.6 Derive the necessary conditions for ports 3 and 4 of a nonideal transformer to be conju-
gate.

6.7 Design a transformer circuit for taking the difference of two signals. The load imped-
ance as well as each source impedance is to be 50 2. What is the minimum value of pri-
mary inductance which should be used at 20 MHz?

6.8 An autotransformer with a common ground for all ports is shown in Fig. P6.8. Deter-
mine the necessary relationships between the resistances in order for the transformer to
be a hybrid transformer. Assume the transformer is ideal with no mutual coupling
between turns.

FIGURE P6.8
A three-winding autotransformer that can be used as a
hybrid transformer.
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6.9 Derive the relation required for the characteristic line impedance in order to obtain the
‘maximum power transformer relation [Eq. (6.93)].

6.10 Derive Eq. (6.95).
6.11 Verify Eq. (6.100).

6.12 Figure P6.12 illustrates a circuit in which neither side of the load is grounded. Deter-
mine the value of R; for maximum power transfer.

I FIGURE Pé6.12

"U'U'O'D'\ﬁ An unbalanced-to-balanced
L transformer circuit.

6.13 For the hybrid transformer illustrated in Fig. 6.5 (k = 1), determine the responses at
ports 1 and 2 to signals applied at ports 3 and 4. Compare the phases of the output
signals with those obtained at ports 3 and 4 from signals applied at ports 1 and 2.

6.14 Figure P6.14 illustrates a transmission-line transformer circuit that can be used with
balanced loads. What should R; be for maximum power transfer?

"66'6‘0'\——1 FIGURE P6.14
A A transformer circuit with a

balanced load.

6.15 Design a transmission-line transformer circuit with an input impedance

Z;
9




6.5 References 239

6.16 Derive the relation among R, R;, R;, and R, required for the circuit shown in
"Fig. P6.16 to be a hybrid transformer. Assume the transmission line is ideal.

FIGURE P6.16

A transmission-line transformer
circuit that can realize a hybrid
transformer.

6.17 Design a transmission-line transformer circuit for combining the outputs of two
class A amplifiers operating in push-pull. The load is 50 €2 unbalanced.

6.18 What is the input impedance of the transmission-line transformer circuit shown in
Fig. P6.187

- 7 FIGURE P6.18

A circuit incorporating
three transmission-line
transformers.

619 A glaés B push-pull amplifier requires that the load seen by each transistor be 6 2. The
foad is 50 Q unbalanced. Design a transmission-line coupling circuit which results in
maximum output from the transistors, What should the characteristic impedance of
each transmission line be?

*6.20 Design a three winding transformer for splitting 2 signal from a 50 ohm source equally
between two 50 ohm loads. Assume the transformer coefficient of coupling is .95.
Select the inductors so that the lower cutoff frequency is approximately 100 Hz. Veri-
fy your design using computer simulation.



240 CHAPTER 6: Hybrid and Transmission-Line Transformers
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Oscillators

n 71
INTRODUCTION

An electronic oscillator is a circuit with a periodic output signal but with no peri-
odic input signal. It functions by converting dc power to a periodic output signal (ac
power). A harmonic oscillator is one in which the output signal is approximately
sinusoidal. If a crystal resonator is used in the circuit to closely control the oscillat-
ing frequency, the oscillator is referred to as a crystal-controlled oscillator. Modern
communication systems often contain several oscillators, including a crystal-
controlled reference oscillator, a voltage-controlled oscillator (VCQ), and a voltage-
controlled crystal oscillator (VCXO). There exist many integrated circuits that can
be used for generating a periodic output signal, but oscillator design is one area in
which discrete transistors have a marked advantage. Communication circuils
require high-frequency, low-ncise oscillators, and integrated-circuit components
often cannot meet the noise and frequency spectifications.

In this chapter, these various oscilators and three different methods of oscilla-
tor analysis are described. First, two mathematical approaches based on linear feed-
back theory and circuit analysis will be ptesented. Subsequently, a less rigorous
approach will be presented, one which provides additional insight into the design
process. After the conditions for oscillations are derived, we will discuss the crystal
resonator. It will be shown that the crystal serves in oscillators as a very narrowband
circuit and that the design of crystal-controlled oscillators is essentially the same as
that of oscillators that do not contain a crystal.

" 72
CONDITIONS FOR OSCILLATION

Electronic oscillator circuits are feedback networks, and the extensive results of lin-
ear feedback analysis can be used for oscillator analysis and design. Oscillators are
inherently a nonlinear circuit, but linear analysis techniques are the most useful for

241
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analysis and design. They provide accurate information for predicting the frequen-
cy of oscillation but have limited use for predicting the amplitude of oscillation. In
this section we will consider the most widely developed method of linear feedback
analysis, basing our discussion on interpretation of the block diagram model.

Nyquist Stability Criteria

Figure 7.1 shows, in block diagram form, the necessary components of an oscil-
lator. It contains an amplifier with frequency-dependent forward loop gain G (jw)
and a frequency-dependent feedback network H{(jw). The output voltage is
given by

_ ViGljw)
1+ G(jw)H(jw)
For an oscillator, the output V, is nonzero even if the input signal V; is zero.

This can be possible only if the forward loop gain is infinite (which is not practical)
or if the denominator is

o

1+ G(jo)H(jw) =0

at some frequency w,. This leads to the well-known condition for oscillation—the
Nyquist criterion: At some frequency w,

G(jw,)H(jw,) = —1 (7.1
That is, the magnitude of the open-loop transfer functi:)n isequal to 1, or
|G(JwoH(jw,)| =1 (7.2)
and the phase shift is 180°, or
arg G(jw,) H(jw,) = 180° (7.3)

This can be expressed more simply as follows: If in a negative-feedback system, the
open-loop gain has a total phase shift of 180° at some frequency w,, the system will
oscillate at that frequency, providing the open-loop gain is unity. If the gain is less
than unity at the frequency where the phase shift is 180°, the system will be stable;
if the gain is greater.than unity, the system will be unstable. If positive feedback is
used, the loop phase shift must be 0°. That is, arg G(jw,) H(jw,) = 0°.

FIGURE 7.1
Block diagram representation of a linear
negative-feedback system.

G jw) ;o

H( jw)
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The preceding expressions for oscillation are not precise for some complicated
systéms, but they are correct for those transfer functions normally encountered in
oscillator design. The conditions for stability are also known as the Barkhausen cri-
teria, which state that if the closed-loop transfer function is

V. fra

Vi 1—up
then the system will oscillate, provided u8 = 1. This is equivalent to the Nyquist
criterion, the difference being that the transfer function is written for a loop with
positive feedback. Both versions state that the total phase shift around the loop must
be 360° at the frequency of oscillation, and the magnitude of the open-loop gain
must be unity at that frequency.

If a single-stage common-emitter {or common-source) amplifier is used with
feedback from collector to base, as illustrated in Fig, 7.2a, then the feedback net-
work must supply 180° phase shift since there is 180° phase shift between the base
and collector signals. If a common-base (or common-gate) amplifier (illustrated in
Fig. 7.2b) is used, there is no phase shift between the emitter and collector signals;
therefore, a necessary condition for oscillation is that there be no phase shift be-
tween the input and output of the feedback network. If a small phase shift occurs in
the forward loop, this must be compensated for by an equal and opposite phase shift
in the feedback network.

An amplifier with feedback but without a frequency-sensitive network can be
made to oscillate. However, the frequency of oscillation will be difficult to control.
Since the primary purpose of the feedback network is to control the frequency of
oscillation, the network is designed so that the Nyquist criteria are satisfied at only
a single frequency.

The following analysis of the relatively simple circuit shown in Fig. 7.3 illus-
trates the method of determining the conditions for oscillation. The linearized (and
simplified) equivalent circuit of Fig. 7.3 is given in Fig. 7.4a (with the feedback
loop opened), in which the transistor output resistance r, is ignored, as is the large

(7.4)

Feedback Feedback
network network

1| [/

b

@ )

FIGURE 7.2

(@) A system in which the feedback network must provide 180° phase shift in
order for oscillations to occur; (&) a system in which the feedback network must
provide 0° phase shift for oscillations to occur,

.
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Ry - FIGURE 7.3
AN A grounded-base oscillator
circuit.
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(@) A small-signal equivalent circuit of the grounded-base oscillator;
b) the circuit of Fig. 7.4a, but with the feedback path opened and termi-
nated in the correct resistance.

biasing resistor Rg. Also, the capacitor connected to the base is assumed to be so
large that the base is at ground potential for the small-signal analysis. Note that the
transistor is connected in the common-base configuration and has no voltage phase
inversion (i.e., the feedback is positive). The conditions for oscillation are

1G(jw, ) H(jw,)| =1
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and because the amplifier is noninverting, the phase shift of the network must also
be arg G(jw,) H (jw,) = 0°.

The loop gain is calculated by opening the feedback loop, applying a signal,
and measuring the return difference. It is necessary that when the loop is opened,
the impedance seen at any point be the same as it is with the loop closed. In this case
it is convenient to open the loop at the transistor emitter. The impedance shunting
the capacitor C, is the resistor Rg in parallel with the input impedance r; of the
common-base amplifier. In the discussion of the common-base amplifier (Chap. 2),
it was shown that the input resistance of the common-base circuit is

Ir
B

so the equivalent circuit of Fig. 7.4a can be redrawn as shown in Fig. 7.4b. The cir-
cuit analysis can be greatly simplified by assuming that

ri =

271 riRg 2
{la(C2+ COI} K (r.- 5 RE)
and that the @ of the load impedance is high. In this case the circuit (see results for
capacitive transformers in Chap. 4) reduces to that of Fig. 7.5, where the resistor
shunting C;has been replaced by an equivalent resistance shunting C) and C,. The
circuit shown in Fig. 7.5 is not the small-signal equivalent of Fig. 7.3; rather it is a
small-signal equivalent of the open-loop circuit with the loop or feedback network
opened at the emitter and the circuit terminated in the correct impedance. The net-
work could be opened at other points, but opening it at the emitter is very convenient
because it is relatively easy to determine the terminating impedance at this point.
The feedback voltage is given by

WG
T GH+G
and the equivalent resistance reflected across the coil is
riRe (C1+ G\
R.. =
4T+ Re ( G ) (7-3)
’1 .7 - - _I_ . +
st T~ Cl
QLTSN I N A A
ll’ P oA
FIGURE 7.5

A circuit equivalent to Fig, 7.4b, provided [w(C; + C2)R]? > 1.
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The forward loop gain is

V. .
7" = G(jw) = gnZ1 (7.6)
where Y, =Z;'= (jol) '+ R} + R, + joC (7.7)
CiCr
d C=—"
an Ci+ G
The feedback ratio is
14 C
— =H(jw) = 718
7 (jew) TG, (7.8)
A necessary condition for oscillation is that
arg G(jw)H (jw) =0° (7.9)

Since H does not depend on frequency in this example, if arg GH is to be zero, the
phase shift of the load impedance Z; must be zero. This occurs only at the rescnant
frequency of the circuit where

C\C, 1/2]1
w,| | L——— 7.10
[ ( Ci+ Cz) 710

At this frequency

ReqRL -
= A1
Zr Reg + Ry (7.11)

R, R C

and Gjo)H(jw) = gm—2— ! (7.12)

Reg+ R C1 + G
The other condition for oscillation is the magnitude constraint that

ReqRL Cl —
Ry + R C1+ G

EXAMPLE 7.1. The preceding results will now be vsed to design a 20-MHz common-
base sinusoidal oscillator using a transistor with 2 minimum j of 100.

IG(jwyH{jw)| = gm 1 (7.13)

Solution. :'.Osc‘ﬂlato,r design consists of a trial-and-error procedure using Egs. (7.5)
through (7.13). As a starting point we will assume a bias current I, = 1 mA; then the
common-base input resistance is

V.
n=st= Y =20
<

Since this is so small, we can safely assume that the emitter bias resistor Rg is much
larger than r;, so [from Eq. (7.5)]

2
Req = 1y (Cl;—icz)
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Equations (7.5) through (7.13) were based on the assumption that
([0(Cy + COPY ' « r}
If (wCy)™' ~ 8,

-1 r;
then ) (wC)™ < 3

and the above inequality is satisfied so the assumption was justified.

Practically, a factor of 10 difference will usually satisfy the <« inequality. In addition,
for oscillations to occur, the loop gain [Eq. (7.12)] must be at least 1. In oscillator design
the loop gain is usually selected to be about 3, which allows for some error in the
approximation. With a loop gain greater than 1, the system is unstable and the oscilla-
tions increase in amplitude until the transistor current begins to saturate. When this
occurs, the B of the transistor is reduced, and thus g, is also reduced. This reduces the
loop gain and stabilizes the amplitude of oscillation. In this example the loop gain is
N G+C G +C
|GH| ~ Bml C] = C] =3

So €, = Cy/2 = 500 pF. The value of the inductance is found from Eq. (7.10) to be
L =0.19 uH. Also, Req = 234 Q. Aload resistor R, can be shunted across the induc-
tor without affecting the calculations if it is much bigger than Req. In this case a load
resistance of 1500 £2 could be safely added. The complete design would require select-
ing a supply voltage and bias resistors so that the quiescent collector current is 1 mA. A
completed circuit schematic is given in Fig. 7.6.

The preceding oscillator analysis was based on a linear model for the circuit. In
practice, the analysis provides a good approximation for the frequency of oscilla-
tion and the minimum gain required, but it provides no information about the ampli-
tude of oscillation. The system is initially unstable, and as the output amplitude
increases, the transistor begins to saturate, resulting in a reduction of loop gain and
a stable oscillating amplitude. Such oscillators are referred to as self-limiting to dis-
tinguish them from oscillators that use an external means of regulating the oscilla-
tion amplitude.

L
\
0.1 g

FIGURE 7.6
The oscillater circuit designed in Example 7.1.
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Circuit Analysis

Identifying the open-loop gain is particularly useful for oscillator analysis and
design. Further illustrations of this technique are given throughout this chapter.
There are circuits in which it is difficult to identify the open-loop gain. For this rea-
son two additional methods of oscillator design and analysis will be presented. A
direct analysis of the circuit equations is frequently simpler and more informative
than the block diagram interpretation (particularly for single-stage amplifiers).
Figure 7.7 illustrates a transistor amplifier with three external impedances connect-
ed. Terminal 1 represents the base terminal of a bipolar transistor or the gate termi-
nal of a field-effect transistor, and terminal 3 represents the emitter or source termi-
nal. The three external impedances, then, represent feedback connections between
the transistor terminals. The small-signal equivalent circuit is given in Fig. 7.8. We
will assume that the transistor output impedance is sufficiently large, and it will be
neglected in the following analysis. Note that at this point the ground node for the
circuit has not been identified. It will be subsequently shown that many different
. oscillator configurations can be realized for different grounds points.

The loop equations are then

Vi=h(Za+Z3}+V 4 gnVZ, (7.14)
LZ,Z,
and V= 7.15
Z,+ Z (7.19)
[ T FIGURE 7.7
A generalized transistor osciliator
%4 Z circuit.
v 5
l
I I
B — h
I | T l
- 1
* Z, yA v Z; gmV r,
¢
M § R,
v, Z
I
FIGURE 7.8

A small-signal equivalent circuit of Fig. 7.7.
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For the amplifier to oscillate, currents I, and /; must be nonzero, even when
V; = 0. This is only possible if the system determinant A

Zy+Zy  14gnds

A= VA
zZ, - (1 + ?‘) (7.16)
is equal to 0. That is,
Z
zl+zz+zs+7'_(zz+zs)+gmzlzz=0 (7.17)

For the bipolar junction transistor (BJT) this reduces to
(Zi+ 22+ 2}, 4+ 2\ 4+ Z1(Z:+ Z3) =0 (7.18)

Only the case in which the transistor input impedance Z; is real will be consid-
ered here (Z; = r,}. The more complicated case in which Z; is complex can be
analyzed in the same manner. Normally Z; will have a parallel capacitive compo-
nent that can be included in Z,. Assume for the moment that Z,, Z,, and Z, are
purely reactive impedances. [It is easily seen that Eq. (7.18) does not have a sclu-
tion if all three impedances are real and positive.] Since both the real and imaginary
parts must be zero, Eq. (7.18) (with Z; = r;) is equivalent to the two equations

m{Z1+ 22+ 2Z,) =0 7.19)
and L1+ B2+ Z3)]1 =0 (7.20)

Since S is real and positive, Z, and Z; must be of opposite signs for Eq. (7.20) to
hold. That is,

(1+B)Zy = —Z4 (7.21)
Therefore, since r, is nonzero, Eq. (7.19) reduces to
Z+Z,—-(1+8Z,=0 (7.22)
or Zi=p2Z,

Since B is positive, Z, and Z; will be reactances of the same kind. If Z, and Z,
are capacitors, then Zs; must be an inductor. An example of such a circuit with the
ground located at the janction between Z, and Zs is shown in Fig. 7.9. This circuit
is referred to as a Colpitts oscillator, named after the man who first published such
a circutt for a vacuum tube oscillator. If the emitter is grounded, the oscillator will
be as shown in Fig. 7.10. This circuit has become known as a Pierce osciflator. If
Z, and Z, are inductors and Z, is a capacitor, the circuit is known as a Hartley
oscillator. A common-base Hartley oscillator is illustrated is Fig. 7.11.

Equations (7.21) and (7.22) describe the necessary conditions for oscillation
when the components external to the transistor are assumed to be ideal. These equa-
tions should be used with caution because they apply only to the ideal case. It
appears that the conditions for oscillation are independent of the transistor input
impedance. This is because the three external impedances are assumed to be purely



250 CHAPTER 7: QOscillators

FIGURE 7.9
A Colpitts oscillator.

gm

FIGURE 7.10
Another Colpitts oscillator, also known as
a Pierce oscillator.

FIGURE 7.11 -
A Hartley oscillator.

|||—

reactive. In this case, the circuit will oscillate even without the transistor. The tran-
sistor is needed in the practical situation to supply the energy dissipated into a non-
ideal inductor and capacitor, to provide a means for amplitude limiting, and to
furnisH the energy that the oscillator must supply to the external circuitry. The pre-
ceding analysis will now be applied to the case of the nonideal component.

If Zy, Z,, Zy, or Z; is complex, the preceding analysis is more complicated,
but the conditions for oscillation can still be obtained from Eq. (7.18). For exam-
ple, if in the Colpitts circuit, there is a resistor r in series with L{Z; = r + jwlL),
Eq. (7.18) reduces to the two equations

r
coCl

raloL — (@C)™" = (@Cy) '] - 0 (7.23)
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1+ 8

’ -1
and . Fel — m + (CI)CI) wl =0 (724)
If we define for notational simplicity
’ Cl
Cl=———" .
YU (1.25)

then the resonant frequency at which oscillations will occur is found from Eq. {7.23)

to be
cc 172 3 -1
w, = { [L (c’ ;22)] ] (7.26)
1

The resistance in series with the inductor changes the resonant frequency, but since
r is normally much less than r;, the change is small. For oscillations to occur, Eq.
(7.24) must also be satisfied. That is,

_ 1+ L
_w3C1C2 C1

Iy (1.27)

It can be shown that if the product rr, is greater than that given by Eq. (7.27),
oscillations will die out. If rr, is smaller than that given by Eq. (7.27), the system
will be unstable and oscillations will increase in amplitude. Equation (7.27) illus-
trates the importance of the transistor current gain 8. As r is increased, the current
gain must be increased to sustain oscillations. Also, it becomes increasingly difficult
to satisfy Eq. (7.27) as the frequency is increased. In peneral, it is advantageous to
have

Xc Xe, = (@*C1Cy) 7!

as large as possible since then r can be sufficiently large. However, if C; and C;
are too small (large X and X)), then the transistor input and output capacitors
which shunt C, and C;, respectively, become important. A good, stable design will
always have €, and C; much larger than the transistor capacitances they shunt,

EXAMPLE 7.2. Design a 5-MHz Colpitts oscillator using a 10- ¢H inductor with an
unloaded @, of 100. The transistor 8 is 100.

Solution. .From By. (7.26) the equivalent capacitance is
\ & - ) e
4 Ci + C;

= 100 pF
We will assume that €] and C; are equal; then the maximum r, is found by using
Eq. (7.27). The series resistance of the inductor is
r=314%Q
One possible solution is to select €y = C; = 200 pF; then from Eq. (7.27),
3147, =253 x 106 — 5 % 10*
or 7 =081 x 105Q
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Ry FIGURE 7.12
A'AA" The oscillator circuit designed in
Example 7.2.
)| "
—~ 200 pF
10 kH Ry Rg

Since the transistor transconductance g, = 40/, the transistor must be biased so that
I>309x10%A

A complete circuit is shown in Fig. 7.12. The resistors must be selected so that the bias
current exceeds the minimum specified. Note that the assumption that r is much less
than r, is justified in this example.

EXAMPLE 7.3. In the Colpitts oscillator circuit designed in Example 7.2, what will the
frequency of oscillation be if the bias current is increased so that », = 1000 Q?

Solution. From Eq. (7.25)
C, = 199 pF

so the increased bias current will have a negligible effect and can be ignored.

-

Another Interpretation of the Oscillator Circuit

Although Eqgs. (7.19) and (7.20) can be used to determine the exact expressions for
oscillation, they are often difficult to use and add little insight to the design process.
An alternative interpretation, originally presented by Gouriet! for vacuum tube
oscillators, will now be presented. It is based on the fact that an ideal tuned circuit
(infinite (), once excited, will oscillate indefinitely because there is no resistance
element present to dissipate the energy. In the actual case where the inductor Q is
finite, the oscillations die out because energy is dissipated in the resistance.

It is the function of the amplifier to maintain oscillations by supplying an
amount of energy equal to that dissipated. This source of energy can be interpreted
as a nggative resistor #; in series with the tuned circuit, as shown in Fig. 7.13. If the

FIGURE 7.13

A resonant circuit including a negative resistor.
L -
T
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total resistance is positive, the oscillations will die out, while the oscillation ampli-
tude will increase if the total resistance is negative. To maintain oscillations, the two
resistors must be of equal magnitnde. To see how a negative resistance is realized,
the input impedance of the circuit in Fig. 7.14 will be derived.

If the transistor output impedance is sufficiently large, the equivalent circuit is
as shown in Fig. 7.15. The steady-state loop equations are

Vi=L(Xc, + X¢,)) ~ L,(Xe, — BX(,) (7.28)
0=—5L{(Xc)+ I,(Xc, +ra) (7.29)
After I, is eliminated from these two equations, Z; is obtained as

Vi (048X Xe, +r:(Xc + Xc)

Z, = 7.30
=7 Xc, 72 (7.30)
If X¢, < ry, the input impedance is approximately equal to

1+

Z; & ﬂXClXcz + Xe, + Xe, (7.31)

-1
—8&m . GGy
~ + | jw 7.32
0)2C1 Cg [J (Cl + C2 ):| ( )

That is, the input impedance of the circuit shown in Fig. 7.14 is a negative
resistor

—8m

= - 7.33
i = 20, (7.33)
I |/— FIGURE 7.14
o Circuit for generating a negative resis-
_L tance.
G
T g
T
o I N
L, L FIGURE 7.15
o > > The small-signal equivalent
N + circuit of Fig. 7.14 with the
A I, " transistor output impedance
b } b Al neglected.




254 CHAPTER 7: Oscillators

in series with a capacitor
GGy
G+ G

i (7.39)
which is the series combination of the two capacitors. With an inductor L (with
series resistance r) connected across the input, it is clear that the condition for sus-
tained oscillation is

8m
r = m (7.35)
and the frequency of oscillation is
c.c, \21°!
f= [2;: (L c. 1+ é ) ] (7.36)
2

This interpretation of the oscillator readily provides several guidelines that can
be used in the design. First, C; should be as large as possible so thatX¢, < r,.
Also, C, and C; should be much larger than the transistor output capacitances so
that the transistor base-to-emitter and collector-to-emitter capacitances have a neg-
ligible effect on the circuit’s performance. However, Eq. (7.35) limits the maximum
value of the capacitances, since

&m G
r < <
- 0)2C1C2 - w2C1C2

where & is the maximuom value of g,,. For a given series capacitance the product is
a minimum when C, = C, = C,,. Then Eq. (7.37) can be written as

(7.37)

N
(wCp)™' > (—) (7.38)
This equation states that for oscillations to be maintained, the minimum permissible
reactance (wC,,) ! is a function of the resistance of the inductor and the transistor’s
mutual conductance g,,. If the two capacitors are not equal, then Eq. (7.37) must be
satisfied. )

The analytical approach of calculating the input impedance seen from the
inductor (or capacitor, in Hartley oscillators) can be used with all oscillators and is
often the easiest way to analyze the circuit. The real part of the input impedance
must be negative in order that the active device supply the energy dissipated in the
inductor {or capacitor).

An oscillator circuit known as the Clapp, or Clapp-Gouriet, circuit is shown in
Fig. 7.16. This oscillator is equivalent to the one just discussed, but it was the prac-
tical advantage of being able to provide another degree of design freedom by mak-
ing C, much smaller than C, and C;. It is possible to use C, and C, to satisfy the
condition of Eq. (7.37) and then adjust C, for the desired frequency of oscillation
w,, which is determined from

w,L — (woca)—l - (‘3’-’0(—?1)_1 - (wacz)71 =0 (7.39)
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FIGURE 7.16
A Clapp-Gouriet oscillator.

H

-

The following example illustrates the design procedure.

EXAMPLE 7.4. Consider the Clapp-Gouriet oscillator shown in Fig. 7.16. The transis-
tor is operated at a g,, of 6 mS. The coil used has an unloaded @, of 200 at 1 MHz and
a reactive impedance of 800 £ (r = 4 £2). What are the required conditions for the cir-
cuit to oscitlate?

Solution. In order to satisfy Eq. (7.38), we must have

172
@C)™' = (i) —258Q

m

Therefore, at 1 MHz
Cr = 6200 pF

And C,, corresponds to the case of maximum series capacitance of the parallel combi-
nation of €, and C; and occurs for Cy = C; = C,,. If both C; and C; equal 6200 pF,
the reactance of the series combination of Cy and C; is 51.6 Q. Then C, must be
selected so that X; = X at | MHz. If, for example, L = 82 uH, then X; =515Q
and C, should be approxirnately 343 pF.

The Clapp-Gouriet oscillator is particularly effective at low frequencies. At
higher frequencies C; and C; must be smaller in order that Eq. (7.37) be satisfied,
and little ﬁne-tuning advantage is obtained by adding C,.

The gam requirement for oscillation [Eq. (7.35)] obtained using this model is
somewhat different from that obtained with the matrix analysis [Eq. (7.27)]. How-
ever, it is readily shown that when

1+8
(D%Cz
then Eq. (7.27) is approximated by

> L

e B _ Em
r,,anClCZ wgCICZ
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Thus the two methods arrive at the same gain requirement for sustained oscillations.
An éxact expression for the required gain cannot be obtained with either model,
since the actual oscillator analysis requires a nonlincar model; nor is an exact ex-
pression for the gain necessary. Oscillator design usually consists of realizing an
open-loop gain 3 or 4 times larger than what the linear analysis predicts to be nec-
essary for oscillations. This ensures that oscillations will begin. As the oscillation
amplitude increases, the g, of the active device begins to decrease until a stable
oscillation amplitude that is self-limiting is reached.

The Pierce Oscillator

So far in our discussion we have considered two forms of the Colpitts oscillator. In
the analysis of the generalized oscillator circuit, no terminal was designated as
ground. There are often practical reasons for grounding a particular terminal, Fig-
ure 7.3 describes a form of the Colpitts oscillator in which the base is grounded. If
the emitter is grounded at the oscillating frequency, the circuit appears as shown in
Fig. 7.17 or 7.18. And Cj and Cg serve to short-circuit the dc bias resistors R, and
Ry at the oscillating frequency. This circnit, often referred to as a Pierce oscillator,
has the beneficial feature that the bias resistors do not shunt the tuned circuit, Resis-
tors connected across the tuned circuit have the effect of reducing the circuit g,
which reduces the frequency stability. The Pierce oscillator {grounded emitter) nor-
mally has the best frequency stability. (The common-base amplifier is most often
used in high-frequency oscillators because the cutoff frequency of the common-
base current gain is approximately 8 times greater than that of the common-emitter
or common-collector configuration.)

The Pierce oscillator can be analyzed using the small-signal equivalent circuit
shown in Fig. 7.19. It is assumed that the transistor output impedance is much larg-
er than X.,. We will analyze the circuit by calculating the loop gain GH.

FIGURE 7.17
A Pierce oscillator.
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" FIGURE 7.18
Another Pierce oscillator.
Vtt'
L FIGURE 7.19
+ 11 + A small-signal equivalent circuit of the
I [ Pierce oscillator.
4 ::C)_ s Cl:: Vo
1 T
The voltage
V. = _gm-V[jXL-_errXQ/(rJr""jXCz)].—jXCl (7.40)
JXp — jraXc,/(rz — J X)) — J X,
and the voltage fed back is
Vol—jiXern/(—jXc, + 1=
_ Yol iXer /(7 X +7a)] 7.41)
—J Xtz /(—iXe, + 1) + i Xu
If Vis eliminated from these two equations, we obtain
_ . —8m VOrJT
’ * 7 (joLjoC)(jorsCr + 1) + jory (C2 + C1) + 1
(7.42)

_ —8m Varn
T 1 —@PLC + jor(Ci + Cy — ?LCiCy)

In order for the loop phase shift to be 360°, the imaginary term must vanish. There-
fore, the frequency of oscillation is

172
w, = ((2;52) (7.43)
1-2
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and it is also required that @?LC; > 1 in order for the phase shift to be 360°. That
is [using Eq. (7.42)],
(C1+ C)LC,

> 1
LC,Cy

which reduces to

Ci+C
—_—

Cz 1 (7.44)

Since this is always the case, Eq. (7.43) determines the frequency of oscillation, For
the open-loop gain GH to be greater than 1 at the resonant frequency, the magnitude
of Eq. (7.42) must be greater than 1 at the resonant frequency. That is,

_ Ci+C _

Bmtz =B > w*LCi— 1= 1 (7.45)
Cz

or BC; > C, (7.46)

This is the same requirement for oscillation as was obtained using the generalized
circuit analysis [Eq. (7.22)].

The type of analysis to use depends on the circuit configuration. Sometimes
calculating the loop gain is the most convenient. This is often the case with FET
oscillators, where the gate-to-source resistance can be neglected. The negative-
impedance interpretation is usually the easiest to use and provides the most insight
for design. -

n 73
AMPLITUDE STABILITY

Linearized analysis of oscillator circuits is convenient for determining the fre-
quency of oscillation, but not for determining the amplitude of the oscillation. The
Nyquist stability criterion states that the frequency of oscillation is the frequency at
which the loop phase shift is 360°, but it says nothing about the oscillation ampli-
tude. If no procedures are taken to control the oscillation amplitude, it is susceptible
to appreciable drift.

The two miost frequently used methods for controlling the amplitude employ a
self-limiting oscillator and an additional circuit or circuit element for amplitude reg-
ulationThe self-limiting oscillator is designed to be unstable; i.e., the loop gain is
made greater than 1 at the frequency where the phase shift is 180°. (Usually the
loop gain is designed to be 2 or 3 times that needed for oscillation.) As the ampli-
tude increases, the transistor begins to saturate, causing the loop gain to decrease
until the amplitude stabilizes—this is a self-limiting oscillator. There are nonlinear
analysis techniques for predicting the amplitude of oscillation, but the results are
only approximate, except in special idealized cases, and the designer must rely on
an empirical approach to establish the oscillation amplitude.

An example of a two-stage emitter-coupled oscillator is shown in Fig, 7.20.
In this circuit, amplitude stabilization occurs as a result of current limiting in the
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second stage.? This circuit has the additional advantage of output terminals that are
isolated from the feedback path. The emitter of {J,, which is rich in harmonics, is
normally used for the output. Harmonics of the fundamental frequency can be
obtained at the emitter of (22 by using an appropriately tuned circuit. Note that the
collector of (5 is isolated from the feedback path.

FIGURE 7.20
A two-stage emitter-coupled oscillator.

|]|—4

R 74
PHASE STABILITY

An oscillator has a frequency or phase stability that can be considered in two sepa-
rate parts. First there is the long-term stability in which the frequency changes over
a period of minutes, hours, days, weeks, or even years. This frequency stability is
normally limited by the circuit component’s temperature coefficients and aging
rates. The other part, short-term frequency stability, is measured in seconds or even
much shorter periods. One form of short-term instability is due to changes in phase
of the system; here the term phase stability is used synonymously with frequency
stability. It refers to how sensitive the frequency of oscillation is to small changes
in phase shift of the open-loop system. It can be intuited that the system with the
largest rate of change of phase as a function of frequency (d¢/df) will be the most
stable in terms of freguency stability.

Figure 7.21 contains the phase plots of two open-loop systems used in oscilla-
tors.“At the system crossover frequency, the phase shift is —180° (with negative
feedback). If now some external influence causes a change in phase, say, it adds 10°
of phase lag, then the frequency will change so that the total phase shift is again 0°.
In this case the frequency will decrease to the point where the open-loop phase shift
is 170°. Figure 7.21 shows that Af,, the change in frequency associated with the
10° change in phase of GH,, is greater than the change in frequency Af), asso-
ciated with open-loop system GH{, whose phase is changing more rapidly near the
open-loop crossover frequency.

This qualitative discussion illustrates that d¢/df|;=y, is a measure of an oscil-
lator’s phase stability. It provides a good means of quantitatively comparing the
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arg GH( jw)

— 1807

Afy GHy(w)

FIGURE 7.21
Phase plots of open-loop systems.

FIGURE 7.22
A parallel resonant circuit.
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phase stability of two oscillators. Consider the simple parallel tuned circuit shown
in Fig. 7.22. For the circuit the transimpedance [see Eq. (4.20)] is

VoUw) R
jo) 1+ jQw/w, — w,/w)
-1/2 R
where w, = (LC) and 0=
w, L
The circuit phase shift is
V,
arg -2 = ¢ = —tan™" Q(—“l - &) (7.47)
: I W, w
and the derivative with respect to frequency is
L de ©_ ol 2, .2
. 2 0 e (7.48)
- do (@D +[(@] — o))/ (Wew)* w0
at the resonant frequency o,
d -2
il = 0 (7.49)
Adw|,_y, W,

The frequency stability factor S is defined as the change in phase divided by
the normalized change in frequency Aw/w,. That is,

Sp =20 (7.50)
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where Syis a measure of the short-term stability of an oscillator. Equation (7.50) indi-
cates that the higher the circuit @, the higher the stability factor. This is onereason that
high- Q circuits are widely used in oscillator circuits. Another reason is that the tuned
circuit can be used to filter out undesired harmonics and noise. A piezoelectric or
ceramic crystal can functionin an electronic circuit as an inductor with a very high Q.

B 75
CRYSTAL OSCILLATOR CHARACTERISTICS

The previous discussion has shown that a high- circuit is desirable in an oscil-
lator for short-term frequency stability. Piezoelectric (and ceramic) crystals are
electromechanical devices that have very small dissipative losses and very high and
stable electric circuit (’s. For these reasons they are usually employed when an
oscillator with a very stable operating frequency is desired.

Crystals are three-dimensional, mechanically oscillating bodies with many
modes of oscillation. These oscillations are excited through the piezoelectric prop-
erties and by the arrangement and shape of the electrodes and the crystal itself.
Through the fabrication of the crystal, one has the capability of selecting certain
oscillating modes and harmonics. At the electrical terminals of the crystal, the
observable equivalent circuit contains an infinite number of (lossy) series resonant
circuits, all connected in parallel and all in parallel with a capacitance C,, which
represents the static capacitance of the electrode arrangement. This static capaci-
tance represents the capacitance between the electrodes plus the capacitance of the
leads and crystal holder. -

An equivalent electric circuit of a crystal is shown in Fig, 7.23, The circuit con-
tains several series resonant circuits whose frequencies are all approximate (but not
exact) odd harmonics of the fundamental frequency f;; the higher resonant fre-
quencies are referred to as overtones of the fundamental frequency. In a narrow fre-
quency region around any resonant frequency f;, the circuit can be simplified to that
shown in Fig. 7.24. This simplified model can be considered sufficiently accurate
for oscillator design, but precautions are often necessary to prevent the circuit from
oscillating at an unwanted resonant frequency.

o T : | FIGURE 7.23
I Electric circuit equivalent of a
. " ry r crystal.
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FIGURE 7.24
Electric circuit equivalent of a crystal, valid near the
L, crystal’s ith overtone frequency.

5

Quartz crystals have a @ ranging from about 10,000 to over 1 million. Ceram-
ic resonators can be fabricated with a @ of several thousand. The inductance L,
and capacitance C; of the equivalent circuit primarily depend on the mass and com-
pliance of the quartz. The resistance r;, which represents the losses of the circuit,
is mainly attributable to damping resulting from the electrodes, crystal mounting
structure, internal friction, and lead resistance. The circuit components are referred
to as the crystal motion elements, since they are the electrical equivalents of the
vibratory (mechanical) motion of the crystal. Typical circuit parameters for funda-
mental, third, and fifth overtone crystals are given in Table 7.1. Notice that at low
frequency the series resistance increases exponentially. This is due to the crystal’s
edge effect, which rapidly decreases the O and therefore increases the series resis-
tance. The  decreases with increasing frequency at higher frequencies, corre-
sponding to an increase in series resistance.

Table 7.1 indicates that the dissipation resistance r, of a crystal is relatively
small. Figure 7.25 illustrates how the resistance r; varies as a function of funda-

B TABLE 7.1

Typical crystal data

Frequency R, C1, Co,
MHz Mode Q2 fF pF
1.0 Fund. T 400 8 3.2
2.097 Fund. 270 10 43
57 R p Fund. ) 25 21 5.1
716 . Fund 30 29 64
8.5 ’ Fund. 20 27 59
9.5 Fund. 30 27 55
20 Fund. 20 26 58
26 3 40 3 6.2
80 5 60 0.5 6.1
100 5 60 0.11 29

Sample crystal data courtesy of JAN Crystals.
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FIGURE 7.25

Crystal resistance r as a function of fundamental frequency for three holder types.
{Courtesy of Savoy Electronics Inc.)

mental frequency for several holder types. If ry is zero, the crystal input impedance
is (in a narrow frequency region about f,)
: (joCo)'ljoL: + (jRCH™]
Z(jw) = - sl A
joLi + (joC)™ + (jul,)
_ —lj/eCi +C)A —~ @’ LC))
1- a)le[COC|/(Co + Cl)]

The impedance Z(jw) will be zero when the inductor L, and C; are in resonance
[w? = (LC)™"]. The frequency

fe = 2r(L,C)YT! (1.52)

is referred to as the series resonant frequency of the crystal. The crystal impedance
will be infinite at the frequency

K ; 12 y -1
s C = Iz:r [Ll ( Cc‘fél)] } (7.53)

where f; is referred to as the antiresonant frequency of the crystal. The ideal crys-
tal (r = 0) behaves as both a series resonant and a parallel resonant circuit with
infinite (. The actual crystal also functions as both series and parallel resonant cir-
cuits, but with finite @, The effect of a nonzero r on the circuit can be calculated
from the equation

(7.51)

_ (oCo) 'jwL + 71 + (wCi) ']
JoLi+rn + (joC) ™' + (jwCo)™

Z(jw) (7.54)
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_but it is usually not necessary, since the solution can be closely approximated
with litde difficulty. For all practical purposes, the series resonant frequency is
unchanged for a nonzero ry (using typical crystal parameters). The effect of ry
is primarily a reduction of the circuit Q. The effect of r; on the antiresonant
behavior is readily evaluated by making a series-to-paralle] transformation in the
equivalent circuit, as shown in Fig. 7.26. The transformation, of course, is valid
only at a single frequency. The equivalent parallel impedances are given by

X2
R,=r (1 + r—z) =r(l1+ 0 (1.55)
1
ri 24—1
and X, =X, {1+ x)= X[1+(2H7] (1.56)
X
where X,=wl, — (€)' and @, = =
1

At antiresonance, the equivalent parallel reactance must be equal to the reactance of
the shunt capacitor X, = X, and at f, the series reactance X is large,so g, > 1.
Therefore, X, ~ X, and

XC
R, ~ G (1.57)

FIGURE 7.26

{(a) Electric circuit equivalent, valid near the crys-
L, tal’s fundamental frequency; (b) a parallel equiva-

lent of Fig. 7.26a, valid at a particular frequency.
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Circuits containing crystals are frequently designed so that the frequency range
of interest is between the series resonant and antiresonant frequencies of the crystal.
In this frequency range, the crystal impedance is reactive, as can be seen from an
examination of Eq. (7.51). The ratio of the antiresonant to the resonant frequency is
[from Egs. (7.52) and (7.53)]

E _ 2JT(L1C1)1/2 3 (1 +9)1/2
i 2m{Li[CiC/(Cr + CHINV2 — C,

The shunt capacitance C,is normally much greater than C so that the Taylor expan-
sion reduces to

(7.58)

1/2
- c
?;(H%) f«e1+2(:1 =1+ (k)" (7.59)

Typical values of k lie between 250 and 300. The crystal’s antiresonant frequency
is higher than its series resonant frequency.

EXAMPLE 7.5. If the antiresonant frequency of the 1-MHz crystal in Table 7.1 is
I MHz, what is the serics resonant frequency f?

Solution. Since k = C,/C; = 3.2/0.008 = 400 for this crystal,
1 -1
fi=1x10° (1 + @) = 0.999 MHz

The antiresonant frequency is 1 kHz higher than the series resonant frequency.

If Eq. (7.51) for the crystal impedance is rewritten as
—(Co + COT' (/)] — (w/w;)?]

1 — (w/w,)?
it is seen that the impedance is inductive for w, < w < w,, and it is capacitive for
other frequency ranges. A plot of Z(jw) is given in Fig. 7.27. This plot ignores
the overtone circuits illustrated in Fig. 7.24. The actual crystal impedance will

have multiple resonant and antiresonant frequencies, with the impedance inductive
between each resonant and antiresonant frequency.

Z(jw) =

EXAMPLE 7.6. Consider the 5.7—MHz‘cry§tal whose characteristics are given in
Table 7.1. At the antiresonant frequency f, the Q; is large, so
‘ ' X, ~ X,

If the tal shunt capacitance is 6 pF, the magnitude of the shunt reactance at 5.7 MHz
is approximately 4654 , which must be approximately the same as X,. Therefore,
since the series resistance r = 25 §2, the circuit ¢ is

4654
=" _186
Q=75

(Note that this is not the crystal @, but solely an equivalent O derived for easily ex-
pressing the series-to-paralle! transformation.) And X, is composed of the series com-
bination of inductive and capacitive reactances. That is,

X=X+ X, "\‘:”XCD"'XC]
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i | | FIGURE 7.27
ix ! } Crystal impedance as a
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Since Cy =21 x 1073 pF,
Xe, =[Q21 x 1075)2m)(5.7 x 109] ' = 1.3 x 10° Q
Now (| is much smaller than the shunt capacitance, so the inductive reactance is
X, ~13x10°Q
and the crystal @ is

-

1.3 x 10°
= ——— = 52,000
Q 25

Actally X; and X, differ by a small amount (4654 Q), but the calculation of Q is
sufficiently accurate.

Parallel-Mode Crystal Oscillators

Crystals often serve as either parallel or series resonant circuits in oscillators. Their
high Q provides greater frequency stability than is attainable with discrete induc-
tors and capacitors. i the crystal is used in the antiresonant mode, the circuit is
referred to as.a parallel-mode crystal oscillator. Series-mode oscillators use the
crystal aé a series resonant circuit, while in parallel-mode oscillators the crystal
actually serves as an inductor. The oscillator design is the same as for noncrystal
oscillators except that the biasing network can be different since crystals block dc
voltages. A parallel-mode crystal is cut to be antiresonant at the desired oscillating
frequency when the external capacitance across the crystal is a specified amount.
The external capacitance is usually large enough that circuit stray capacitances can
be neglected. A typical value for the specified crystal load capacitance is 32 pF.

EXAMPLE 7.7. Design 20-MHz Colpitts parallel-mode crystal-controlled oscillator.

Solution. The oscillator can be converted to a crystal-controlled oscillator simply
by replacing the inductor with a parallel-mode crystal antiresonant at 20 MHz. If the
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* I FIGURE7.28
The crystal oscillator circuit designed in
Example 7.7.

64 pF o,

—

L

T 64 pF 2~

crystal load capacitance is specified to be 32 pF, then the series combination of C, and

C> must be 32 pE. This could be satisfied by using 64-pF capacitors for both C; and
C. In order for oscillations to occut, the loop gain must still be greater than 1, or
[from Eq. (7.35)]

ngC1XC2
LS|

>1

where ry is the series resistance of the crystal. The series resistance of crystals in this
frequency range is approximately 20 Q, so the inequality is easily satisfied. The com-
plete circuit (except for biasing) would appear as shown in Fig, 7.28.

A difficulty in designing parallel-mode crystal oscillators is the selection of the
bias circuitry so that it does not reduce the circuit Q. Any resistance shunting a crys-
tal will reduce the @ if the crystal is being used in the parallel mode. Figure 7.29 con-
tains three parallel-mode oscillator circuits. A grounded-base oscillator is shown in
Fig.7.29a. And Cj serves as a short circuit at the oscillating frequency. The crystal is
shunted by a resistance R;, consisting of the common-base input impedance r;(alow
impedance) in parallel with Ry increased by the tumns ratio squared. This is,

riRg G\’
R, = 14+ 2 7.60)
ri + Rg ( Cl) (

In addition, the impedance of the RF choke must be high so that R; does not reduce
the crystal Q. Usually R, is so small that the crystal Q is markedly degraded; this
is not a good crystal oscillator circuit.

Figure 7.29b illustrates a grounded-collector oscillator. The crystal is shunted by
the bias resistots Ryand R,. If these resistors are not sufficiently large, they will sig-
nificantly, reduce the Q of the circuit. The bias resistors R, and R; do not shunt the
crystal in the Pierce oscillator illustrated in Fig. 7.29¢. Capacitor Cy shunts the bias
resistor R at the oscillating frequency. The Pierce circuit configuration is usually the
best choice for a parallel-mode crystal oscillator—provided one side of the crystal
does not have to be grounded. Since the bias resistors do not shunt the crystal, the
Pierce oscillator normally has the highest Q and hence the best frequency stability.

Capacitor in parallel with the crystal

In many applications (such as in voltage-controlled oscillators) it is necessary
to adjust the frequency of oscillation. Equation (7.53) describes how the parallel-
mode (antiresonant) frequency can be varied by adding an external capacitor in
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FIGURE 7.29
Three parallel-mode oscillator circuits: {a) a grounded-base circuit,

(b a grounded-collector circuit, and (c) a Pierce oscillator circuit.
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— —71 FIGURE 7.30
Adding a capacitor €}, in parallel with a
L crystal will reduce its antiresonant frequency.

Ne
)
7
V1
7
iyl
-

parallel with the crystal, as shown in Fig. 7.30. By simplifying the Taylor expan-
sion, the antiresonant frequency becomes

_ CiC,+C) 171" _ Ci
e AN o B

By increasing C,, f, can be decreased until f, ~ f,. It is left as an exercise to
show that adding C; does not significantly change the series resonant frequency.
The frequency range :
Cy
fa—fi= o, fs (1.62)
is referred to as the pulling range of the crystal. Figure 7.31 illustrates how f, varies
as a function of the external load capacitance C. Although Eq. (7.61) indicates that
the parallel antiresonant frequency can be “pulled” down to the series resonant fre-
quency, in practice this results in poor performance for parallel-mode oscillators,
since the crystal Q is simultaneously reduced.
Equation (7.55) shows that the equivalent parallel resistance at resonance is

X2
Ry,=n (1 + —2‘) (7.55)
n
For the antiresonant mode the parallel reactance
X, ={w(C,+ Cp)I™! (7.63)
) FIGURE 7.31
L. Variation in crystal antiresonant frequency

as a function of load capacitance C,.

Salts

S ——————

Load capacitance Cy
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must equal the series impedance X, [Eq. (7.56)). Therefore the equivalent parallel

resistance 18
X \2
R, = r1[1 + (—ﬁ) ] (7.64)
r

As C, + C; increases, X, and hence R, decrease, resulting in a reduction in the
loop gain and eventually a cessation of oscillations. A graph of R, versus Cy is
plotted in Fig. 7.32 for a typical crystal. Equation (7.64) indicates that R, will be
small for high-frequency crystals, since X, will be small. This is one reason why
parallel-mode crystal oscillators are not used at frequencies above 20 MHz. The Q
of the series resonant mode does not depend significantly upon the shunt capaci-
tance C, + Cy, so series-mode oscillators are used at the higher frequencies.

A practical rule of thumb is that the combination of the crystal capacitance C,
and C; can be used in an antiresonant circuit as long as

[@(Co+ CLIn] ! > 4 (7.65)

This relation is based upon the fact that for values less than 4, the slope of the phase
shift of the crystal near frequency f; is not sufficiently steep to provide good phase-
frequency stability.? :

EXAMPLE 7.8 Consider again the 5.7-MHz crystal of Table 7.1. Assume that the spec-
ified load capacitance is 32 pF. If it is desired to decrease the antiresonant frequency, an
additional capacitor C, must be added in parallel with the 32-pF-load capacitor.

For example, if an additional 22-pF capacitor is added in parallel, the new antires-
onant frequency is [from Eg. (7.61}] B

14+ Ci/[2(C, +C
f,;=fs|:1+ Cy ]=a+ 1/[2(Co + C1))
2€C,+Cr) 1+ C,/(2C,)
1 4 0.021/[2(37.1 +22)) 1.002
- = = 5.6994 MH
fo=fe Tromurarnl - 21,003 z
: FIGURE 7.32
300 | 305 Equivalent parallel load resis-
. tance of a typical crystal as a
| function of additional load
. capacitance Cy.
” 500 1 f=5.7MHz
@
& L
100 —




7.5 Crystal Oscillator Characteristics 27

That is, an additional 22 pF in parallel with C, will reduce the antiresonant frequency
by 600 Hz. The equivalent paralle] resistance is found [using Eq. (7.55)] to be

R, =25{1 + [(25 x 27 x 5.6994 x 10° x 59.1 x 1079)"')} = 8.96 kQ2

The additional 22 pF reduces the antiresonant frequency by 600 Hz and decreases R,
from 22.7 to 8.96 kQ.

Series-Mode Crystal Oscillators

The results of the analysis of the Clapp-Gouriet oscillator can be used to show that,
for crystal oscillators operating in the parallel mode, the g, of the active device
must satisfy the relation

gm = C1Cr0%r)

As the frequency is increased, C; and C; must be reduced in order for this rela-
tion to hold. Once the value of the capacitors approaches the size of the transistor
terminal capacitances, the oscillator stability is seriously degraded, since the tran-
sistor capacitances cannot be precisely controlled. To overcome this problem,
high-frequency oscillators are operated with the crystals in the series resonant
mode. (Most oscillators operating above 20 MHz are, in fact, in the series resonant
mode.)

Another characteristic of crystals is that their fundamental frequency is
inversely proportional to the crystal thickness (for most crystal cuts). High-
frequency crystals require thin plates that are very fragile and sensitive to contam-
ination. For this reason, high-frequency crystals usually operate on an overtone of
the fundamental frequency, which allows for thicker, less fragile crystals. Over-
tone crystals are almost always used in the series mode. As a general rule, third-
overtone crystals are used from 20 to 60 MHz and fifth-overtone crystals from 60
to 125 MHz.

A crystal operating in the series mode functions as a short circuit at the oscil-
lating frequency and as a large impedance at other frequencies. An example of a
series-mode crystal oscillator is shown in Fig. 7.33. At frequencies other than its
series resonant frequency, the crystal impedance is large enough to prevent current

%

_I_ 2 §R2 DI_ %L §Rr

-_ V- —

FIGURE 7.33
A series-mode crystal oscillator.
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from being fed back to the emitter. The tank circuit is designed to be antiresonant at
the series resonant frequency of the crystal. It is far from obvious that the circuit Q
is determined by the crystal and not the tank circuit, but the following analysis
shows that it is. The small-signal equivalent circuit is shown in Fig. 7.34. And Z, is
the crystal impedance, and r; is the transistor common-base input resistance, which
is assumed to be much smaller than the emitter bias resistor Rg. The voltage V is

VoCi ri
T OACnitZ,
provided (wC3) ' « |Z, + r;|, which will be the case near the series resonant fre-
quency in a well-designed oscillator. The output voltage is
V. = gnVZ;
where Z; is the equivalent load seen by the collector. At the series resonant fre-

quency, Z; will consist of the crystal resistance r, and r;, transformed by the
capacitance turns ratio squared, in parallel with Rr. That is,

. G+ C1\*
zLUa%)==anux4-n)( : 1)
G
The open-loop gain is
Z,C, 1
AO ~ Z.r i 766
C1+C2( + 7)) g2 (7.66)

It was explained earlier in the chapter that a figure of merit for an oscillator is the
rate of change of the phase shift of the open-loop gain, evaluated at the resonant fre-
quency. That is,

Sy dagi,

_ darg Z;
T de

The impedance Z; includes the shunting effects of the crystal circuit, but it is easi-
1y shown that near the resonant frequency

darg (Z, + r:’)_l
+
do

Ww=w, w=w,

(7.67)

w, do |, —a,

~ RP
1+ jQw/w, — wo/@)

ZL

G

FIGURE 7.34
A small-signal equivalent circuit of the oscillator shown in Fig. 7.33, with the feedback
path opened and terminated.
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where R, =Z(w,)
—1
Likewise, (Z.+r)"' = [1 + 70, (ﬁ - &):I
w, W
L;
where 0, = 2= 21

r,,+r,- = 1—|—r,'/rx

and Q) is the crystal Q. Since the phase shift of a resonant circuit at the resonant
frequency is [Eq. (7.49)]
dargZ, 20,

dew w,
the stability factor is
darg A,
Sk = w22 =2(Q1 - @) (7.68)
o)

and @, is the O of the parallel tuned circuit which is much less than that of the
crystal Q,; that is, Q; &« Q,. Any parallel loading of the tank circuit will reduce
Q; , which justifies the assumption of ignoring the effect of crystal loading on the
tark circuit. Therefore,

SF s _2Qx

The stability factor is approximately that of 20Q,. And Q, is proportional to the
crystal O . The transistor common-base input resistance 7; appears in series with
the crystal, but since r; is of the same order of magnitude as the crystal resistance
ry, the circuit is controlled by the high Q of the crystal. The crystal could also be
inserted in the base circuit, but then the crystal would be in series with the common-
emitter input resistance, which is much larger, and the phase stability factor would be
reduced proportionally.

Another series-mode oscillator is shown in Fig. 7.35. This circuit is often re-
ferred to as the impedance-inverting Pierce oscillator. A simple test to determine
whether a crystal operates in the series or parallel mode in a circuit is to replace
the crystal by a short circuit. If the circuit will not oscillate with the crystal

L . . —_ FIGURE 7.35
FEYY I'Dl rYYE—=  Animpedance-inverting Pierce oscil-
. ! I Vee lator,
rd
—AM—t
Rb
-~ :'-. Cl
. C
: Rp I Ca
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short-circuited, it is a parallel-mode oscillator; otherwise, it usually is a series-
mode oscillator.

Capacitor in series with the crystal

The frequency of series-mode crystal oscillators cannot be adjusted by adding
a capacitor in parallel with the crystal, since such a capacitor has a negligible effect
on the series resonant frequency f;. The series resonant frequency can be altered by
adding a capacitor in series with the crystal, as shown in Fig. 7.36. For this circuit
the input impedance is

—J X (X1 — jXe, + 1)

Z(jw)=—jX; + — - - 7.69
T JXi—jXe, = jXo+m (7.69)
where X, = (wC,)™! Xc, = (wC,)™!
and Xl = O)Ll Xc] = (wCl)‘l
The input impedance can be written as
Z(jw) = —JXs[J X1 = jXe, + Xo) + 1l — jXo (j X1 — jXg +11)
iXy—jXe — jXo+n
CUX )X — X))+ i X+ X)X, + XX (7.70)
IXi+n—jX, +Xc¢,) '
_ i X+ XIUX 41— 1Ko + X Xo/(Xo + X))
JXy+n—j(X, + Xc,)
.G\
Let X = r2 =nX, 7.71
6] - o7
C,+C X]'+X7' X,+X
where n=-_ tl 2 A Xt (7.72)
C; X! X,
I S —— n FIGURE 7.36
| L G n : A capacitor placed in series
o—] H———’W\—l " A\— I with the crystal will increase
C; |l I the series resonant frequency.
| | L i
! v |
z i 12 |
L - — S
Q
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and define
XX
X. =X —rs 7.73
Cy C + Xo +Xs ( )
X, X,
Then X0+XCI=XfC|+X0_—m
X2 (7.73a)
= X’C + S —
X, ¥ X,
—jX,+ X iX1+r)—jX;
and Z(jw) = - J (X, S)[(,j 1 0 —J Cl]
JXI +rl _J[XTCI +X3/(Xo +Xs)]
—inX,(j X1 +r ~ jX¢)
= < (7.74)

JXi+r — jXg, + X,/n)
—jnX,(jn* X, + n*ry — jn?’X; )
i Xy +nlr — jr?Xy — jXon

That is, the crystal-plus-series capacitor can be represented by the equivalent circuit
shown in Fig. 7.37, where
Ccpt=ct+(C,+C)
,_ GG+ C))
O+ C+C T
This equivalent circuit is of the same form as that of the crystal (minus the
series capacitor), so the same expressions can be used as were used in deriving the

crystal characteristics. For example, the antiresonant frequency of the circuit with
the capacitor in series with the crystal is [Eq. (7.53)]

o { [L 2 (c;/n?-)(co/n)]”2 ]‘1
‘T ! 1/t +C,/n

This expression is readily simplified to

. 1/2 5—1
- en[(ate) ]
. ) A CI+C0

or (7.75)

mL, 2 FIGURE 7.37
fmﬂ)'\_i (—'V\/\ A convenient equivalent circuit of a
Ci/n? capacitor in series with a crystal,
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2
fz ,/
FayA
0 4 Frequency
2
&
[ ]
FIGURE 7.38

Effect of a series capacitor on crystal impedance (dashed curve).

which is the same as the antiresonant frequency of the crystal without a series
capacitance. The series capacitance does not change the antiresonant frequency.

The new serics resonant frequency is -
o [(PLeN" T ([ SCt e T 76
s n? 17 e+c+c '

The addition of the series capacitor moves the series resonant frequency toward the
antiresonant frequency. The crystal-plus-series capacitor reactance plots are illus-
trated in Fag. 7.38.

Note that without the series capacitance, C, has a negligible effect on the
series resonant frequency, but once C, is added, w; can be changed by changing
C,. Changing C, will, however, also change @,. The ability to change the oscillat-
ing frequency by adding a capacitor in series or parallel is used in the design of
voltage-controlled crystal oscillators.

.
r

R 7.6

VOLTAGE-CONTROLLED OSCILLATORS AND
VOLTAGE-CONTROLLED CRYSTAL OSCILLATORS

The preceding sections have shown how the frequency of oscillation can be varied
by the addition of a capacitor. Diodes exist (referred to as varicaps or varactors)
which function as voltage-variable capacitors. If the varicap is included in the oscil-
lator circuit and the frequency of oscillation is varied by changing the dc bias volt-
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FIGURE 7.39

(a) A voltage-controlled oscillator;
{b) another voltage-controlled
oscillator.

(@)

I~
$
\
71

G

me—I ¢ =
21

-(b)

age 4cross the varicap, the oscillator is referred to as a voltage-controlled oscillator
(VCO). If the VCO is crystal-controlled, the oscillator is referred to as a voltage- -
controlled crystal oscillator (VCXO). These devices find many applications, such as
in frequency modulators, telemetry, Doppler radar, spectrum analyzers, television
tuners, phase-locked loops, and frequency synthesizers,

A frequently used VCO is shown in Fig. 7.39a. The modulating voltage f,,
changes the varicap voltage and thus the capacitance shunting the inductor, thereby
changing the frequency of oscillation. If the varicap is added in series with the
inductor, as shown in Fig. 7.39b, the VCO is Clapp-Gouriet oscillator. In this
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fl ) FIGURE 740
Ideal voltage-frequency transfer characteristics.

v . |q anp_' |:| I_ FIGURE 7.41
bias O | .
I A voltage-controlled crystal oscillator.

configuration a smaller value of capacitance can be used to change the oscillating
frequency. A main difficulty in VCO design is to achieve a linear voltage-frequency
transfer characteristic. The idealized voltage-frequency transfer characteristic is
illustrated in Fig. 7.40.

A simplified model of a VCXO is illustrated in Fig. 7.41. (The biasing of the
tuning diode is neglected.) The transistor amplifier, operating near the series reso-
nant frequency of the feedback circuit, is represented by a voltage amplifier with
frequency-independent gain A. The crystal is operating in the series mode (if the
crystal can be replaced by a short circuit without stopping the oscillation, the crys-
tal is being used in the series mode). The frequency is controlled by the bias voltage
applied to the voltage-variable capacitance C;. Since the addition of (| increases
the series resonant frequency, the reactance of L, is chosen equal in magnitude to
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' i
C, L, R, | - L r |
o— —] ——n !
| | — | AAA———o
—f750 +j750 250 1jax10t 42x100 250 !
b i
RS g g RI_
FIGURE 7.42

A small-signal equivalent circuit of the voltage-controlled oscillator.

that of C;, making the series resonant frequency again that of the crystal. The reso-
nant frequency can be increased or decreased with the control voltage.

The overall @ will be close to that of the crystal, so the circuit frequency sta-
bility is close to that of the fixed-frequency crystal. To verify that the Q remains
high, consider a 20-MHz series-mode crystal-plus-series capacitance and inductor,
as shown in Fig. 7.42. At the resonant frequency, the magnitude of the crystal in-
ductance is 2 M2, and the series resistance of the crystal is 25 Q(Q, = 80, 000).
The magnitude of the series inductances is 750 §2, and the coil resistance is
25 Q (Qu = 30). Therefore, the total series inductance reactance is approximately
2 Mg, the total series resistance is 50 2, and circuit Q, = 40, 000. The addition
of the series inductor has reduced the circuit Q by a factor of 2, but it is still a very
high- @ circuit.

Figure 7.43q illustrates the capacitance of a tuning diode as a function of the
reverse-bias voltage across the diode. The capacitance is an approximately inverse
function of voltage for reverse voltages of 1 to 10 V. (The capacitance varies from
16 to 5 pF). If this diode is used as the tuning capacitor in Fig. 7.42 (a capacitive
reactance of 750 €2 corresponds to 10.6 pF at 20 MHz), the control voltage should
be approximately 2.5.V. If the voltage is reduced to 1V, the series capacitance will
be 16 pF (497.K2), and the net series reactance will be equal to 253 (750 — 497) Q
inductivg, which will canse a decrease in the series resonant frequency. If the con-
trol voTtage is increased to 10 V, the series capacitance will be 5 pF (1591 Q), and
the net series reactance will be equal to 841 (1591 — 750) Q capacitive, resulting
in an increase in the series resonant frequency. If it is desired to use this circuit to
frequency-modulate an audio signal, the diode should be biased approximately in
the middle of its linear region (Vi =4.5V), and the audio voltage should be
approximately 9 V peak to peak if the entire linear region of the tuning diode is to
be utilized. Figure 7.43b describes the voltage-versus-capacitance characteristics of
another family of tuning diodes.
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SILICON EPICAP

DIODES

.. .designed in the popular PLASTIC PACKAGE for high volume require-
ments of FM Radic and TV tuning and AFC, general fraquency eontrof and

tuning applications; providing solid-state reliability in replacement of

machanical tuning methods.

Aigo available in Surface Mount Package up to 33 pF.

#® HighQ

+ Controlled and Uniform Tuning Ratio

® Standard Capacitance Tolerance — 10%
¢ Complete Typical Design Curves
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MMBV2101LT1
MMBV2103LT1 thru
MMBV2105LT1
MMBV2107LT1 thru
MMBV2109LT1*
MV2101

MV2107 thru MV2109
Mv2111
MV2113 thru MV2115%

. opay

MV2103 thru MV2105 |

MAXIMUM RATINGS
Tnmxx MMBV21XXLT1 CASE 31807, STYLE 8 3
. SOT-23 (TO-236AB)
Rating Symbol Value Uit 2
3 0—"'—0 1
Revarse Voltage VR 30 Volts Cathoda Anode
Forward Current Ip 200 mA
[ Forward Power Dissipation Pp CASE 182-02, STYLE 1
@ Ta = 25°C 280 200 mw {TO-226AC)
Darate ahove 25°C 13 2.0 mwre
Junction Tempearature T) +126 C 2 O im0 1
Storage Tamperatura Riange Tatg —5510 +150 < Cathade Anode 2
6.8-100 pF
MMB‘S;O‘ILT‘I”NWGG MMBV2105LTT = 4U MMBV2109LT1 = 4J 30 VOLTS
MMBVZ103LT1 = 4H  MMBV2107L.T1 = 4W VOLTAGE-VARIABLE
MMBVZ104LT1 = 4Z  MMBY2106LT1 = 4X CAPACITANCE DIODES
- *MMBVZ101LTY, MMBVZ105LTY,
MMBY2109LTY, MV2101, MV2104,
MVZ108, MV2108, MV2111, MVZ112
and MY2115 are Motorola
ELECTRICAL CHARACTERISTICS (Tp = 25°C unless otherwise noted)
Characteristic Symbal Min Typ Max Unit
Reverse Breakdown Voltage VIBRIR 30 — — Ve
{Ig = 10 pAdc)
Reverse Yoltage Leakage Current IR — — 0.1 pAde
(VR = 25 Vdg, T = 25°C)
Diode Capacitance Temperature Cosfficient TCg — 280 — ppmsC
Vi = 4.0 Vdc, f = 1.0 MHz) )
*
. .
F
Motorola Smal-Signal Transistors, FETs and Dicdes Device Data 5-95

FIGURE 7.43a
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MMBY2101LT1 MMBV2103LT1 thru MMBV2105LT1 MMBV21070LT1 thru MMBV2109LT1
MV2101 MV2103 thru MV2105 MV2107 thru MV2109 MY2111 MV2113 thru MV21153
C. Diods Capacitance Q, Figure of Merit TR, Tuning Ratio
VR = 4.0 Vde, | = 1.0 MHz VR = 4.0 Vdc, CaiC3p
pF f = 50 MHz 1= 1.0MHz
Device Min Nom Max Typ Min Typ Max
MMBV2101LTI/MV2101 8.1 6.5 75 450 25 27 3.2
MMEV2103LT1/MV2103 8.0 10 11 400 25 23 3.2
MMBV2504LT1/MV2104 10.8 2 132 400 25 29 3.2
MMBV2105LT1/MV2105 135 15 16.5 400 26 29 3.2
MMBV2107LT1/MVZ107 19.8 22 242 350 25 29 32
MMBV2108LT1/MV2108 243 27 97 200 25 .0 32
MMBV2163LT1/MV2109 29.7 33 26.3 200 25 30 3.2
MV2111 423 47 5.7 150 25 30 3.2
MV2113 61.2 68 748 150 286 p 33
Mv2114 738 82 90.2 100 26 30 3.3
MV2115 90 100 110 100 2.8 30 33

MMBV2101LTY, MMBV2103LT1 thru MMBV2105LT1 and MMBV2107LT1 thru MMBV2109LT1 are also available in bulk. Use the device title
and drop tha “T1” suffix when ordering any of these devices in bulk.

1.

PARAMETER TEST METHODS

C1. DIODE CAPACITANCE

{CT = C¢ + €)Y}, C1 is measured at 1.0 MHz using a
capacitance bridge {Boonton Electronics Model 75A
or equivalent}).

TR, TUNING RATIO
TR Is the ratio of C1 measurad at 2.0 Vdc divided by
C1 measurad at 30 Vdc.

Q, FIGURE OF MERIT
Q is caleulated by taking the G and C readings of an
admittance bridge at the specified frequency and sub-
stituting in the following equations:

Q= e

{Boonton Electronics Model 33AS8). Use Lead Langth
= 116" :

4. TC¢, HIODE CAPACITANCE TEMPERATURE

COEFFICIENT
TC¢ is guaranteed by comparing C1 at VR = 4.0 Vdc,
f = 1.0 MHz, T = —85°C with C1 at Vg = 4.0 Vdc, f
= 1.0 MHz, Tpo = +85°C in the following equation
which defines TC¢:

_ Cri+85°C)-Cy{-65°C) _ 106

85 + 65 CR(25°C)

Accuracy limited by measurement of Ct to = 0.1 pF.

TC¢

596

FIGURE 7.43a {continued)

Motorola Small-Signal Transisters, FETs and Diodes Device Data
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MMBV2101LT1 ﬁ“ﬂ\ﬂi 03LT1 thru MMBV2105LT1 HI.ABV2107I.T1 thru MMBV2108LT
MV2101 MV2103 thru MY2103 MV2107 thru MV2109 MV2111 MV2113 thru MV211

TYPICAL DEVICE PERFORMANCE

FIGURE 1 — DIODE CAPACITANCE versus REVERSE VOLTAGE
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FIGURE 2 — NORMALIZED DIODE CAPACITANCE vetsus FIGURE 3 — REVERSE CURRENT versus REVERSE
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FIGURE 7.43b
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n 7.7
FIELD-EFFECT TRANSISTOR OSCILLATORS

FETs are used extensively in oscillator circuits because FETs have several inherent
advantages over bipolar transistors. Their high input impedance permits operation
at lower current levels with less power dissipation, and hence the thermal problems
introduced by the power dissipation are reduced. Also, when it is operated in the
square-law region, the transconductance of the device is not a function of signal
level. Figure 7.44 illustrates (with the biasing circuitry removed) three configura-
tions commonly used in FET oscillators. Figure 7.44a contains a Colpitts oscillator,
and Fig. 7.44b illustrates a Hartley common-gate oscillator. The oscillator shown in
Fig. 7.44c utilizes the phase inversion possible with a transformer to obtain a 360°
loop phase shift (180° via the transformer, plus the 180° phase shift present in the
common-source configuration). Example 7.9 will illustrate the main points of FET
oscillator design.

¥

@ ()]

"

rd -j ‘. ‘ |
= ;:—) = =
FIGURE 7.44

(a) an FET Colpitts oscillator; () an FET Hartley oscillator; (c) an FET oscillator
with transformer feedback.
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FET Pierce Oscillator

Figure 7.45 illustrates a Pierce oscillator employing an FET. The equivalent circuit
is shown in Fig. 7.46, If r; is neglected, the small-signal loop gain is

ngO(XC1XC2) —
_jXCl - jXCz +]XL + R,

Ve .77

gn(@*C1C)™'V,
or - = Va
R +jXy—Xe —Xe)

For the loop phase shift to be 360°, the reactances must cancel so that
X1 =X¢, + Xc,

If the phase shift is 360°, the circuit will oscillate, provided
mXc, X
EmdCiaC >1 (7.78)
R,
In the preceding analysis r; was assumed largé enough to be neglected. In the
design X, should be selected so that it is much less than r,.

EXAMPLE 7.9. Design an FET oscillator with a transistor whose parameters are r; =
50k and g, = 5 x 1073, The frequency of oscillation is to be 16 MHz.

FIGURE 7.45
R L An FET Pierce oscillator.
5
AAA— BT —
S : : C] : : Cz
- L3
R, L FIGURE 7.46

o

&m

o A small-signal equivalent
circuit of the FET Pierce
g 1 oscillator.
fa ~Ci
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Solution. The Pierce oscillator shown in Fig. 7.45 can be used. X, can be about
1kS; r; will then have a negligible loading effect. Also for oscillations to occur it is
necessary that g, X¢, X¢, > R;. If R; = 15 and X, = 1 k€, then

R _ Rippos

ngC] BEm

315 15

gn 107 x5x 1073

XC2 >

or Xc, = 107 =3

The corresponding capacitance values are
C; = 3300 pF
and Cy =10pF

This value of C, may be so small that the transistor output capacitance has an effect,
Therefore it is desirable to increase Cj. If C) is increased by a factor of 10, so that
Xc, = 100, then €, must also be increased:

R, 15

— == =30
g x 100 0.5

XC2 -

That is, €, must be less than 330 pF for oscillations to occur. The inductance L is found
from X; = X¢, + X, =130 Q,0r L =13 x 107 H.

E 78
OSCILLATOR CONTROL USING DELAY LINES

The criteria for oscillation are (1) that the magnitude of the loop gain be unity and
(2) that the loop output signal be fed back so that it is in phase with the input at the
frequency at which the magnitude of the gain is unity. The oscillators described up
to this point have used an LC resonator to obtain the desired phase shift. Another
method that can be used is to incorporate a ‘delay line in the feedback path, as illus-
trated in Fig. 7.47. An ideal delay line has the transfer function

[

H{jw)=e*T

The fagnitude of this transfer function |H(jw)| is 1 at all frequencies, and the
phase shift

arg H(jw) = —wT

is a linearly decreasing function of frequency. The phase shift can be described as
shown in Fig. 7.48. Recent advances in acoustic surface-wave technology now make
the design of delay lines a practical task in the frequency region above 10 MHz.
Surface-wave delay lines can be designed to have circuit {’s between those of
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FIGURE 7.47
¥ A delay-line oscillator.

Delay
line

arg H{ju)

— 360° |-

FIGURE 7.48
Delay-line phase shift as a function of frequency.

crystals and LC resonators. The delay line will find applications in designs where it
is desired to have a greater frequency stability than is provided by an LC oscillator
and greater “pullability,” or frequency deviation, than can be obtained with a crys-
tal oscillator. With delay-line oscillators, wideband frequency modulation can be
achieved without the use of a complex frequency-multiplier chain.

The Q of a delay line is defined by comparing the slope of its phase shift to the
slope of an RLC network at its resonant frequency. The slope of the phase shift of
a parallel RLC network at its resonant frequency is [Eq. (7.49)]

dg _ 20

dw w,

The slope of the phdse shift of a delay line d¢p/dw = —T is equal to the line time
delay. The delay line @ is defined as

rd

w, T
2

The longer the delay of the line, the higher the Q of the line, and the greater will be
the frequency stability of the line.

Acoustic surface-wave delay lines provide a good approximation to the ideal
delay line.* The magnitude and phase characteristics depend upon the fabrication
and crystal cut. One of the best fabrication techniques has a time delay of

=
L

Q=

T
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where N is the number of wavelengths of line length. For this line the ¢ is
Q=naN
The magnitude of the line frequency response is given by

mu—MMmT
(.f - fa)zn'/fo

|H (jw)| =[

W79
RELAXATION OSCILLATORS

The relation oscillator is another type of oscillator. It consists of active devices plus
resistors and at least a capacitor. A simplified version of a relaxation oscillator is
shown in Fig. 7.49a. The capacitor is charged by a constant current source (whose
direction can be switched) until the capacitor voltage reaches a level at which the
Schmitt trigger fires and causes the current source to switch direction, such that
the capacitor discharges at a constant rate until the capacitor voltage diminishes to
a level which causes the Schmitt trigger to reset and to switch the current source
direction so that the capacitor is again charging at a constant rate. The waveform on

4 FIGURE 7.49

> Schimitt Trigger
N
(@)
Vp-l—
VC‘
.l
|"_ I _.I"" Tz"‘l

&)
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the capacitor is as shown in Fig, 7.49b, and the waveform of the Schmitt trigger out-
put is a rectangular wave of period T, where T is the sum of the charging time T}
plus discharge time 7. Relaxation oscillators have several advantages over LC
oscillators. Relaxation oscillators can be linearly controlled over a much broader
frequency range than can LC oscillators and have a much wider tuning range. Some
relaxation oscillators are tunable over three or four decades of frequency. They can
be operated at a very low power level. Relaxation oscillators have always been
thought of as low-frequency oscillators, but publications now describe relaxation
oscillators that operate above 1 GHz. In general, these relaxation networks can be
fully monolithic as all their components (resistors, capacitors, and transistors) are
fully integrable. Relaxation oscillators also offer easy ways to generate two signals
in phase quadrature relative to each other. Relaxation oscillators can be realized
using balanced circuits, and it is possible to increase the circuit’s maximum fre-
quency of operation by utilizing the transistor’s parasitic capacitance as part of the
timing capacitance—in a balanced configuration. An inductor cannot be realized in
integrated circuits, and so L oscillators require an external capacitor. In addition,
it is relatively easy to realize a quadrature oscillator (needed for a direct conversion
receiver), using relaxation oscillators. The main drawback to the relaxation oscilla-
tor is excessive phase noise, and this phase noise is the reason why relaxation oscil-
lators are not more widely used. A very attractive feature of relaxation oscillators is
that they can be realized in integrated-circuit form.

B 7.10
INTEGRATED-CIRCUIT OSCILLATORS

Oscillators can also be realized using integrated circuits, but their performance is not
as good as a well-designed and constructed discrete-component oscillator. Discrete-
component oscillators can be built with a better noise performance and are capable
of operating at higher frequencies than the IC oscillators. Many IC oscillators that
do not use external components are of -the relaxation oscillator type shown in
Fig.7.50. This circuit contains a free-running multivibrator using transistor | and
Q. Transistors Qs.and Q4 function as constant current sources. The emitter resis-
tors Ry lineatize the voltage-current relationship so that the current is proportional
to thg control voltage V.. The frequency of oscillation is

— Io
T4CV

f

where the voltage V is the voltage required to tum the switching transistor () or
(2,) off (approximately 0.6 V). Since

Vc - Vbc

I =
4] RE
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V+

nZ , §

o F—— I—{:Qz

Sl

Q4 _K Q3

|”——o|;=: + —
H

FIGURE 7.50
An IC oscillator.

the oscillating frequency is directly proportional to the control voltage. The oscilla-
tor output can be either a square or a triangular waveform, but additional wave-
shaping circuitry is required to obtain a sinusoidal output waveform.

EXAMPLE 7.10. Demgn a 20-kHz oscillator using the configuration shown in Fig. 7.50.
Use SPICE to simulate your design and plot the following waveforms: the capacitor
voltage to ground, the capacitor voltage, the () and (; collector voltages, and the
and (0, collector-to-emitter voltages. Assume Vi, = 0.6 V,V+ =9V, R = 2k,

=] k€2, and C = 20 nF. In your SPICE design, you may need to add a transient in
the supply voltage in order to trigger the oscillations. For example,

VCC 10 DC 0 AC 0000001 PWL
+0 0

+.0000001 4.5

+.0000002 12.0

+.001 9.0
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_ Solution. Given these circuit parameters, the Iy = 1.12 mA and the control voltage
needs to be 1.66 V. The schematic and required waveforms are shown in Fig. 7.51a and
Fig. 7.51b.

NE602

In many communication circuits the frequency of a waveform must be modified.
One of the most common ways to modify the frequency of a waveform is to mix it
with a local oscillator, as shown in Fig. 7.52a. The ideal output of this operation is
the sum and difference of the input frequency and local oscillator frequency. Fig.
7.52b shows part of a basic superheterodyne receiver. This type of receiver uses

oV

R, & 2kQ R, & 2KQ

0, j—— Ly,

FIGURE 7.51
(@) Schematic of 20-kHz relaxation oscillator; (b) voltage
waveforms at various nodes in the circuit.
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FIGURE 7.51 (continued)
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Mixer

V(D = Asin{o, 1) > > V(1) = (AB/2)[sin{e;, + w )t + sinfew,, — @ o}

V, o(2) = Bsin(w, 4 1)

Intermediate
- Frequency ————»

(TF}

Vin®

¥
1

Local Oscillator Local Oscillator

(b}

FIGURE 7.52
(a) Local oscillator and mixer; (b) part of superheterodyne receiver.

several stages of mixing to down-convert the input signal to an intermediate fre-
quency (IF) band where the information can be demodulated by the appropriate
detector. Since frequency conversion is commonplace in communication circuits,
special integrated circuits have been developed to include both a mixer and local
oscillator. The Phillips (Signetics) NE602 shown in the data sheets of Fig. 7.54 is an
example of such an JC.

The NE’602 includes a Gilbert cell multiplier (see Chapter 12) which acts as a
double-balanced mixer. This type of mixer isolates the output sum and difference
freqlfeﬁcies from the two input frequencies, thereby eliminating the need to tune out
the local oscillator signal. The input and output resistance are 1.5 k€2 and the oscil-
lator will operate up to 200 MHz and the mixer up to 500 MHz. Notice from Fig-
ure 4 of the NE602 data sheet that the oscillator requires an external tuning network
to set the frequency of oscillations.

EXAMPLE 7.11. Design a local oscillator tuned network to drive the NE602 oscilla-

tor input in order to convert an input signal with frequency range from 87.5 MHz to
108.0 MHz to a 10.7 MHz intermediate frequency. Ignore the image frequency in your
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design. Use the varactor data sheets in Fig. 7.43 and if a crystal is required, use the data
from Table 7.1.

Selution. In order to convert the input waveform from 87.5 MHz to 10.7 MHz the local
oscillator would need to be 76.8 MHz (low-side injection) or 98.2 MHz (high-side
injection}. To convert the input waveform from 108.0 MHz the local oscillator would
need to be 97.3 MHz (low-side injection) or 118.7 MHz (high-side injection}. Using
low-side injection, the frequency range of the local oscillator is given by 76.8 to
97.3 MHz. The frequency of oscillation is given by the equation

Using this equation the inductance-capacitance product can be found using

] 2
L'C=(2-n-f)

For the frequency range of 76.8 to 97.3 MHz, this value varies from 4.29E-18 to
2.68E-18. First, choose L = 0.05uH. This gives a value of C that varies between 86
and 53.5 pF. The impedance looking into the NE602 oscillator (pins 6 & 7) is given
to be a 1.5-kS2 resistor in parallel with 3 pF of capacitance. Therefore, we need a
capacitance that varies from 83 pF to 50.5 pF. From the varactor data sheets given
in Fig. 7.43, the MV2109 has a capacitance of 30 pF for a 6V reverse voltage and
capacitance of 65 pF for a 0.5-V reverse voltage. Place a 20-pF capacitance in paral-
lel with these varactors to offset their capacitance into the tuning range and the LC
network is complete. A Colpitts oscillator is chosen to"implement the design as shown
in Fig. 7.53.

NE602

RFC 1000 pF 1000 pF

t 31 AN} 6
|+ Uﬁﬁ o J1 1 I
Vbies : 10 pF
I, ~-
]: MV2109 Tis pF:: 50 nH P
= 7

10 pF

_l_ =7

FIGURE 7.53
The Colpitts implementation for Example 7.11 using varactor tuning.
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Philips Semi, RAF C: i s Products

Double-balanced mixer and oscillator
“

DESCRIPTION
The NE/SABO2A Is a low-power YHF monallihic double-balanced
mixer with input amplifier, on-board oscillator, and voltage regulator.
It Is intended for high performance, low power communication

y . Thag d p of the SAB02A make this
device paniiculary well sulted for cellular radlo applications. The
mixer is a “Qiibert cell multiplier configuration which typically
provides 18dB of gain at 45MHz. The caciliator will operate to
200MHz. It can bs configured as a crystal oscitlator, a tuned tank
ogcillator, or a buffer for an extarnal LO. For higher frequancies the
LO input may be extemally driver.. The noise figure &1 45MHz is
typically less than 5dB. The gain, intercept performance, low-power
and neise characteristics make the NEASABQ2A a superior cholce

CcHAPTER 7: Oscillators

Product spaclfication

NE/SAG02A

PIN CONFIGURATION
F, D and N Packages

for high-performance battery operated equipment. It is avalable In APPLICATIONS
an 8-lead dual in-line plasiic package and an 8Head 30 .
(surface- minisdure p ge). Cellular radle mixer/oscillator
* Portable radlo
FEATURES
* Low current consumplion: 2.4mA typécal * VHF trengceivers
* Excatlont nolse figure: <4.705 typical at 45MHz * RF data linka
# High operating fraquency & HF/VHF frequency conversion
 Excallent galn, Intercept and senshtivity © Instr fion frequency convers
* Low extemal parts count; suitable for crystal/ceramic fillers ¢ Broadband LANs
* SAG02A meets celiular radio specifications
ORDERING INFORMATION
DESCRIFTION TEMPERATURE RANGE ORDER CODE DWG #
8-Pin Plastic Dual In-Line Plastic (DIP) Oto +70°C NEBOZAN 04048
8-Pin Plastic Small Outline {S0) package (Surface-mount) 0 to +70°C NEBOZAD 0174C
8-Pin Ceramic Dual In-Line Package (Cerdip) Oto +70°C NEBOZAFE 0580A
8-Pin Plastic Dual In-Line Plastic (DIP) -40 10 +85°C SAGO2AN 04048
8-Pin Plastic Small Outline (SO) package (Surface-mount) 40 10 +85°C SAG02AD 0174C
8-Pin Coramic Dual In-Line Package (Cerdip) -40 1o +85°C SAG0ZAFE 0580A
ABSOLUTE MAXIMUM RATINGS
SYMBOL PARAMETER RATING UNITS
Voo Maximum cperating voltage . 9 V'
Tara Storage temperabwe range 6510 +150 °C
Ta Operating amblent temperature range NEG02A 010 +70 “C
N SABO2A -4010 +85 °C
[:17Y  Thermal impedance D package 90 CW
B N N package’ 75 “CiwW
. 3
r
(a)
Aprll 17, 1990 853-1424 99374

FIGURE 7.54
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Phllips Semiec RF Cormmuni Praducts Product specilication
Double-balanced mixer and oscillator NE/SAB02A
BLOCK DIAGRAM
L] 2] 13T [A]
AC/MDC ELECTRICAL CHARACTERISTICS
Voo =+8V, Ty =25°C; unless otherwise stated,
umMITS
SYMBOL. PARAMETER TEST CONDITIONS NE/SAB02A UNITS
MIN TYP MAX
Voo Powar supply voltage range 45 8.0 v
DC current drain 24 2.8 mA
fin Input signal frequancy 500 MHz
tosc Oscillator fraquency 200 MHz
Noiga figure at 45MHZ 5.0 5.5 dB
Third-order intarcapt point RFin = '45‘13'":1:1::55.6%"&';'_"2 43 45 | dBm
[» n gain at 45MHz 14 17 dB
Ry AF input resistance 15 kel
Cin RF inpul capacitance 3 3.5 pF
Mixer gutput {Pin 4 or 5) 1.5 k)

DESCRIPTION OF OPERATION

The NE/SAB02A is a Glibert cell, an osdllatorbufier, and a
1emperature compansated bias network as shown in the equivalent
dreuit. The Glibert cell Is a differential amplifier (Pins 1 and 2) which
drives a balanced swilching cell. The differential input stage
provides galn and determines the nolse figure and signal handling
performance of the system,

The NE/SAB02A is designed for optimum low power performance.
Whan used with the SAG04 as a 45MHz collular radic second IF and
demcdulator, the SAGOZA ls capable pf recelving -119¢Bm signals
with a 12dB S/N ratlo. . Third-order intercept is typically -13dBm (that
Is appraximatety +5dBm output intsrcept because of the RF gain).
The systemgesigner must ba cognizam cf this lasge signal
limitatior” Whan designing LANS or other closed systems whera
trangmission levels are high, and small-signal or signal-to-noise
Issues ars not critical, tha input to the NESO2A shotdd be
approprigtely scaled.

Basides excellent low power performanca wall into VHF, the
NE/SABO24. is designed to be flexible, The input, RF mixer output

Aprl 17, 1990

FIGURE 7.54 (continued)

and oscillator ports can support a variaty of configurations provided
the dasigner cartgin which will ba
sxplaingd hore.

The AF inputs (Pins 1 and 2) are biased intemally. They are
symmefrical. The equivalent AC input impedance is approximately

“1.5k I 3pF through 60MHz. Pins 1 end 2 can be used
interchangeably, but they should not be DG biased externally.
Figure 3 shows three typical input configurations.

The mixer cutputs (Pins 4 and 5} are also internally biased. Each
output Is connected to the intemal positive supply by a 1.5k0:
resisior. This permits direct autput fernination yel allows for
balanced oulput as well. Figure 4 shows three single ended output
configurations and a balanced outpat,

The osclllator is capabla of sustaining cscillation bayond 200MHz in
crystal of tuned tank configurations. Tha upper limit of operation is
dstenmined by tank “0" and required drive levels. Tha higher the
“Qr of the tank o the smaller the required drive, the higher the
permissible osciltation fraquency. Hf the required LO is beyond

(b)
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Philips Semiconductors RF Gommunications Products Product speciiication
Double-balanced mixer and oscillator NE/SAG02A

osclllation limlts, or the system calls for an axternat LO, the extemal
slgnal can be injected at Pin & through a DC blocking capacitor.
Externial LC should be at least 200mVp_po.

Flgure & shows several proven ascliletor circuits. Figure 5ais
appropriate for cellular radio. As shawn, an gvertone mede of
oporation is utilized. Capacitor C3 and inductor L1 suppress
oacillation at the crystal fundamental fraquency. In the fundamental
mode, the suppression network ks omitied,

Figure & shows a Colpitis varactor tuned tank oscillator suitable for
synthasizer-controlled applications. It is important b butfer the:
output of this circuit 10 assure that switching spikes from the firet
courder or prescaler do not end up in the osdillator spectrum. The

dual-gate MOSFET provides optimum isolation with low current.
Tha FET offers good Isclation, almpiicity, and low current, while the
bipolar transistors provide the simple solutlon for non-critical
applications. ‘Tha rasistive divider In the emitter-follower clrcult
should be chesen to provide the minlmum Input signal which will
-assure correct systern operation.

‘When operated above 100MHz, the osaillater may not start If the Gt
of the tank ig too low. A 22k0 resistor from Pin 7 to ground will
increase the DC béas current of the oscilfator transistor. This
improves the AC operaling characteristic of the ransistor and
should help the oscillator to start, A 22k resistor will not upget the
ather DC blasing intemal to the device, but smaller resistance
values shoukd be avoided.

0510 1.3uH . A =
K _L_rTr?._< T84.646MHz THIRD OVERTONE CRYSTAL
Voo B 10pF
i T
onr L L i
TI ] 5
160pF
ouTRPYT
6024 &R
330pF
| Juzoee =
T
INPUT (E .20 10 0.283H
Figure 1. Tast Configuration
.
. '
,
Aprit 17, 1990

FIGURE 7.54 {continued)
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Double-balanced mixer and oscillator NE/SAG02A

Figure 2. Equivalent Clrcuit

T

TCazes

TCO20513

4 Singiv-Ended Tunsd npul b. Balanced put (For Ateriation
o Snoond-Order Products)

Figure 3. Input G

|||—1

Toozos13

c. Slogle-Ended Urtumc! Inpurt

@

April 17, 1980

FIGURE 7.54 (continued)
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- - 1

LI_I . L,I I

b. Siingha-Enced Cryatal Fllter

e Single-Ended IFT d.. Balanced Ouiput

Figure 4. Output Configuration

e mll I L —
il o | % - N [—‘ — [
_j__J'l"'TI_)'_ [ XTAL . 1 _L___ — Ty
B S '%L ' N
] [Eal € [&] 51 [®3 7 8 [E] [®1] il FI'T 1

Ll 12]re ¥

TCRAMS

». Colpitta Cryatal Qacillstor
(Overtone Mode)

THTTLEY T T 1A

FoORI 1S

b. U;‘llﬂ.l L/C Tank Ouclikator

Figure 5. Oscillptor Clrcults

o7 T 0 13

ToRINE
. Hurtlay LIC Tak Ouocllistor

April 17, 1990

FIGURE 7.54 (continued)
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Phllips S ra AF Gommunications Products Product spacification
Double-balanced mixer and oscillator NE/SAG602A
[
g
[
“
- - ToaTiag
apr
T
3K N
— fa——— P
o FLPY T
)_T" TO SYNTHESZER =
?4‘ HT — Ao o
100k 0 DAtF TO BYNTHESZER
_“"“i I 100k L
- N = TCOZ1405 N TCOME0E N TO021408
Figure §. Colpitts Osclilator for Sy L PP and Typlca) Butt

Apill 17, 1680

FIGURE 7.54 (continued)
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Philips Semk iclors RF Gor dons Products Product spacification

Double-balanced mixer and oscillator NE/SA602A

0510 LM

—n 34.545MHz THIRD OVERTONE CRYBTAL

JYFTL *
Trome 8

100nF

-
]

\\}—Dﬂ

I—H

B02A

3 4
R EQUIVALENT
= -
WRUT I
Figure 7. Typical Application for Cellutar Radio
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Phillps Semiconductors RF Communioafions Products Product speciiication

Double-balanced mixer and oscillator NE/SAG02A

Ry ASNHE, IF u 455z, AFg = 45.00MHz
et ook PRI 7 "
H]
- -t
R -2
i a § - J -
' -14
g-ﬂ I FUND. T { E
-8
‘,55_“ F 18
M T -7
-1
- 7
/ [ ] [] T ] + w0
-0 -0 ] -20 ] Voo (oL
AF INPUT LEVEL (dBm}
Figure 12. Third-Order Intercept and Compression Figues 13. Input Third-Order Pointvs Voo

1))

April 17, 1880

FIGURE 7.54 (continued)
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E 71
PROBLEMS

CHAPTER 7: Oscillators

7.1 The circuit of Fig. P7.1 represents the small-signal equivalent circuit of a two-stage
amplifier with feedback from output to input. Determine the value of L required for the
circuit to oscillate at 10 MHz. What is the minimum value of g, required for the circuit
to oscillate at this frequency?

0 ¥,

ORELNOREL

o ¥,

—_—
~ 100 pF §5kﬂ

FIGURE P7.1

A second-order feedback circuit.

7.2 Show that if one or more of Z;, Z;, and Z5 of Eq. (7.18) are positive real resistors, then
there are no conditions for which the circuit will oscillate.

7.3 Determine the value of inductance L and the turns ratio N, /N; so that the circuit illus-
trated in Fig. P7.3 will oscillate at 5 MHz. The loop_gain should initially be approxi-
mately equal to 3. Assume the transistor input impedance is sufficiently large so that it
does not load down the autotransformer. (The transistor 8 = 100.)

MV

360 k&)

— 12
1

v

—. 1000 pF

FIGURE P7.3
A Hartley oscillator.

7.4 The FET in the circuit of Fig. P7.4 is biased so that g, = 5 mS. Determine capacitors
C; and (5 so that the circuit will oscillate at 10 MHz, The open-loop gain should be
at least 2.5 to ensure that oscillations begin. The unloaded inductor @, = 1060.
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FIGURE P74
. 4. A common-gate Colpitts oscillator.
-~ -1 1 _LLH
_ vV,

glkﬂ G
T T

The FET in the circuit illustrated in Fig. P7.5 is biased so that g,, = 5 mS. Determine the
inductance L and N/N; so that the circuit will oscillate at 10 MHz.

T FIGURE P7.5
A common-gate Hartley
0.1 4F M oscillator.
= Nz : ~ C = 100 pF
1k0
T-

Design a Colpitts 3.5-MHz oscillator using a 1.5- #H coil with a Q,, of 150. The load
resistance is 4k, and the transistor has a minimum g of 100. The supply voltage is
12 V. Specify the complete circuit, including bias resistors.

Repeat the oscillator design of Prob. 7.6, using an FET with a g,, of 6 x 1073 S.

Design a 20-MHz oscillator using a 2N3904 transistor (Bmix = 100) and a 12-V sup-
ply. Specify the complete circuit, including bias resistors. Assume all inductors have
2, = 100.
Ifa capaéitor-fs added in series with a crystal, does the antiresonant frequency of the
composite circuit change?

Design a 15-MHz crystal-controlled oscillator using a crystal that is antiresonant at
15 MHz, provided a 32-pF load is connected across it.

Acrystal has C, =3 pF, C, =0.01pF, L; =0.1H, and r = 15 Q. Calculate the
series and parallel resonant frequencies of the crystal. How much capacitance must be
added to change the antiresonant frequency by (.01 percent? How much capacitance
must be added to change the series resonant frequency by 0.01 percent?
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7.12 Calculate the output impedance of the common-base amplifier shown in Fig, P7.12.
Under what conditions will this circuit oscillate when the inductor with a finite Q, is

connected across it.

FIGURE P7.12
A common-base oscillator.

7.13 Derive an expression for the loop gain of the grounded-base crystal oscillator illustrat-
ed in Fig. P7.13. Show that the loop gain is always less than 1.

[

]
8
V1
71
=
A"
bl
L]
M
X
m
]
k.

FIGURE P7.13
A common-base crystal oscillator.

x
”

7.14 Figure P7.14 illustrates an FET Pierce oscillator. Assume the 10-MHz crystal of
Table 7.1 is antiresonant at 10 MHz if the external load capacitance is 32 pF. Select C,
and C, and determine the minimum g,, for this circuit to oscillate at 10 MHz. The
transistor input impedance is 10 M2 shunted by 3 pF, and the transistor output
impedance is 15 k2.
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FIGURE P7.14
An FET Pierce crystal oscillator.

]

—
-1

=G

Ay

1“

7.15 Design a series resonant 40-MHz crystal oscillator. The supply voltage is 20 V. Show
all component values, including the bias network. All inductors have a @, = 100.

7.16 The circuit shown in Fig. P7.16 is frequently used as a tuned-input, tuned-output ampli-
fier. Show that the collector-to-base capacitance C; can cause the circuit to oscillate.

Cr
1t -
L)
Cc:: L, Ry
Lo =G 7 é §
FIGURE P7.16
A tuned-input, tuned-output amplifier with capacitive

feedback. - . -,

7.17 The 45-MHz third-overtone crystal described in Table 7.1 is used in a series-mode

oscillator. An inductor with a @ of 100 is placed across the crystal to resonate out C,
at 45 MHz. Estimate the resulting @ of the combination at 45 MHz.

7.18 Derive an expression for the change in the series resonant frequency if an inductor is
added in series with a crystal.
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7.19 Derive an expression for the change in the antiresonant frequency if an inductor is
added in parallel with a crystal,

7.200 Given a crystal that is antiresonant at 10 MHz with a 32-pF load and that has r; = 60Q
plus an NPN transistor with a minimum 8 of 100 and a 12-V supply, design a 10-MHz
oscillator. Show all circuit details, including the bias network. Any additional compo-
nents used can be assumed to be ideal.

7.21 The circuit shown in Fig. P7.21 uses a time-delay network in the feedback path. What
value of T will be required for the circuit to oscillate at 10 MHz?

FIGURE P7.21
Delay-line oscillator.

7.22 The FET of the 20-MHz circuit illustrated in Fig. P7.22 is biased so that g,, = 4 mS.
If Cyand C, are each 64 pF, what is the maximum value of crystal resistance r, for
which the circuit will oscillate? Show how you would modify the circuit so that you
can use a 20-MHz series-mode crystal with one terminal connected to the transistor
gate.

} D L FIGURE P7.22
iLdl An FET crystal oscillator,

,_IW\’W\_—"

1kQ RFC 12V

7.23 Select values for €y and C, that will enable the circuit shown in Fig. P7.23 to oscil-
late at 40 MHz. The inductor @, = 100. What will be the minimum g,, of the transis-
tor necessary for the circuit to oscillate with the selected capacitance values?
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2ke TG

10k Icw

FIGURE P7.23
A grounded-gate oscillator.

7.24 Consider the series-mode oscillator circuit of Fig. P7.24. It uses the 45-MHz crystal
described in Table 7.1.

(@) What value of capacitance must be added to increase the oscillating frequency by
0.01 percent?

{b) Where should the capacitor be added?
{c) What value of L is required? Assume the inductor Q is infinite.

R _ )J 100 pF
§ 2.7k}
390 pF

1 uF 6.8k} 10 k)

7.25 Figure P7.25 illustrates an FET VCO with a buffered output stage. Explain the opera-
tion of the circuit, including the purpose of each transistor, and estimate the turns ratio
N, /N, required for an open-loop gain of 3.

7.26 Design a 9.5-MHz crystal oscillator using a crystal specified in Table 7.1 (the required
crystal load is 32 pF). Use an NPN transistor {minimum beta of 100), and show the
complete circuit, including biasing. Estimate the @ of the resulting circuit. Describe
how and by how much the oscillating frequency could be changed.

4.7 k£)

'—n—T—)H

= ‘ 15V

FIGURE P7.24
A grounded-base oscillator.

~
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VCC
V " B
P Cl
Ny =
[ e .
Ny
- :Cz R,
FIGURE P7.25

A voltage-controlled oscillator,

*7.27  Design and evatuate a 10-MHz Colpitts oscillator (common-collector). The tran-
sistor model is: MODEL MODI NPN BF = 100, VAF =50, IS =
LE-12, TF =.6 NS, TR = 60 NS, CJE = 5 pF, CJC = 5 pF, MIC = 035,
MIE = 0.3333, VIC = 0.75, VIE = 0.75. Use a single 9-V supply; the unloaded
O of any of the inductors is 100. What is the minimum value of unloaded ¢ for
which the circuit will oscillate? Does this agree with the simulation results? (The
transconductance should be kept fixed.)

*7.28 (a) Simulate the 5.7-MHz crystal whose parameters are given in Table 7.1. Add a
trimmer capacitance, if necessary, to move the antiresonant frequency as close
to 5.7 MHz as possible.

(b) Design a 5.7-MHz Pierce oscillator using the crystal of part a. Use a single 9-
V supply and a bipolar junction transistor with a 8 of 100.

B 712 . -
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Phase-Locked Loops

W 81
INTRODUCTION

A phase-locked loop (PLL) is a feedback system in which the feedback signal is
used to lock the output frequency and phase to the frequency and phase of an input
signal. The input waveform can be of many different types, including sinusoidal or
digital. The first known application of the phase-locked technique was in 1932 for
the synchronous detection of radio signals."? These early applications were all con-
cerned with the detection of a transmitted signal. -

Starting in the 1960s, the NASA satellite programs used the phase-locked tech-
nique to determine the frequency of the signals transmitted by satellites. Although
the transmission was designed to take place at 108 MHz, oscillator drift and
Doppler shift resulted in an uncertainty of several kilohertz in the received signal.
The transmitted signal was of very narrow bandwidth, but because of the frequency
drifts it was necessary that the receiver bandwidth be much wider, with a resultant
increase in noise power. (It was demonstrated in Chap. 3 that the receiver noise
power is propotional to the bandwidth.) However, the satellite communication sys-
tem was improved by using a phase-locked loop to lock onto the transmitted fre-
quency, and thus permit a much narrower receiver bandwidth with much less output
noise power. - - .

The phase-locked loop has been used for filtering, frequency synthesis, motor-
speed edntrol, frequency modulation, demodulation, signal detection, and a variety
of other applications. The realization of the phase-locked loop as a relatively inex-
pensive integrated circuit has made it one of the most frequently used communica-
tion circuits. Phase-locked loops can be analog or digital, but the majority are com-
posed of both analog and digital components. Some authors apply the term Digital
PPL to a digital phase-locked loop that contains one or more digital components.
But since virtually all PLLs contain digital components, in this book the notation
digital phase-locked loop (DPLL) will be reserved for PLLs in which all the com-
ponents are digital.

31
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FIGURE 8.1

Block diagram of a phase-locked loop.

Figure 8.1 illustrates the basic architecture of the phase-locked loop. The phase
detector generates an output signal that is a function of the difference between the
phases of the two input signals. The detector output is filtered (and perhaps ampli-
fied), and the dc component of the error signal is applied to the voltage-controlled
oscillator. The signal fed back to the phase detector is the VCO output frequency
divided by N. The VCO control voltage V,(z) forces the VCO to change frequency
in the direction that reduces the difference between the input frequency and the
divider output frequency. If the two frequencies are sufficiently close, the PLL feed-
back mechanism forces the two-phase detector input frequencies to be equal, and
the VCO is “locked” with the incoring frequency. That is,

fr="ta -
and the divider output frequency is
fo
fa = N
The output frequency
f o= Nf r

is an integral multiple of the input frequency. If a divider is not used, N equals 1.
Once the loop is in lock, there will be a small phase difference between the two
phase detector input signals. This phase difference results in a dc voltage at the
phase detector outpit which is required to shift the VCO from its free-running fre-
quency and keep the loop in lock. (This is not true for type II PLLs, which are
des¢ribed in the next chapter.)

The self-correcting ability of the PLL allows it to track frequency changes in
the input signal once it is locked. The range of frequencies over which the PLL can
remain locked to an input signal is known as its lock range. The capture range is the
range of frequencies over which the loop can acquire lock, and this range is less
than the lock range.

Since the PLL output frequency is an integral multiple of the reference fre-
quency, it can be changed simply by changing the divide ratio N. Integrated circuit-
ry has made the digital programmable divider an inexpensive circuit component.
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This provides a means of easily generating multiple frequencies from a single input
frequency. Frequency synthesis is a major application of PLLs, and an entire chap-
ter is devoted to it in this text. Before examining various applications of the phase-
locked loop, we will first develop a mathematical model for the system and exam-
ine the characteristics of the various types of phase detectors.

H 82
LINEAR MODEL OF THE PHASE-LOCKED LOOP

Although the PLL is nonlinear because the phase detector is nonlinear, it can be accu-
rately modeled as a linear device when the phase difference between the phase detec-
tor input signals is small. For the linear analysis, it is assumed that the phase detector
output is a voltage which is a linear function of the difference in phase between its
inputs; that is,

Vo= Kd(er - Bd) (81)

where 8, and 8, are the phases of the input and feedback signals, respectively, and
K is the phase detector gain factor and has units of volts per radian. The character-
istics of several types of phase detectors are discussed in detail later in the chapter. Tt
will also be assumed that the VCO can be modeled as a linear device whose output
frequency deviates from its free-running frequency by an increment of frequency

Ao=KV. (8.2)

where V. is the VCO input voltage and K, is the VCO gain factor; in units of radi-
ans per second per volt. The output frequency is

w, =, +Aw=w,+ K,V,

where o, is the free-running frequency of the VCO. Since frequency is the time
derivative of phase, the VCO operation can be described as

_ 4% _
Todr
The output of the frequency divider f; is the divider input frequency divided by N.
That is, .

Aw K.V, (8.3)

& fa=T2

or, since phase is the time integral of frequency,
Oo
Gd = FV—

For the PLL model, the divide-by-N circuit can be replaced by a frequency-
independent scalar equal to 1/N. With these assumptions, the PLL can be repre-
sented by the linear model shown in Fig. 8.2, where F(s) is the transfer function of
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K; —t F(s) > K Is
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FIGURE 8.2
A small-signal linear model of a phase-locked loop.

the low-pass filter. The linear transfer function relating the output phase &,(s) and
the input phase &, (s) is
0,5) _  KiK,F9)fs _ GGs)
8,(s) 1+ K K, F(s)/(Ns) ~ 1+ G(s)/N

The same transfer function relates the input and output frequencies f,(s) and £,(s).
If no low-pass filter is used, the transfer function is

&, K:K, NK,

6, s+ KK, /N s+K,

which is equivalent to the transfer function of a simple low-pass filter with a dc gain
of N and a bandwidth equal to X,,, where -

KdKa
N

(8.4)

K, =

is defined to simplify the notation.

This PLL is referred to as a first-order loop since it can be described by a first-
order differential equation and is also of type L.

With the mathematical model in use here, the phase-locked loop appears to be
a low-pass filter, but the output phase and frequency represent deviations from the
free-running frequency w,. The PLL is actually a bandpass filter centered at the fre-
quency of the input waveform. The phase detector output is a low-frequency signal
that is filtered by a low-pass filter. It is much easier to build narrow-bandwidth, low-
pass filters than the high-Q filters that would otherwise be required. This is one of
the pripeipal advantages of the PLL,

EXAMPLE 8.1. A frequency synthesizer uses a PLL to synthesize a 1-MHz signal from
a 25-kHz reference frequency. To realize an output frequency of 1 MHz, a division of

BRI

must be included in the feedback path. If no filtering is included, the closed-loop trans-
fer function will be

8, KiK,/s K4k,

8, 1+ KiK.,JGN) s+ KsK,/N
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A typical value for K, is2 Vi/rad, and a typical value for the VCO gain factor X, (fora
1-MHz VCO) is 100 Hz/V. With these values the closed-loop transfer function is

a8, (2 x 100)27x

6, 5+ (2 x 100 x 27)/40
The synthesizer bandwidth will be (2 x 100) /40, or 5 Hz.

Normally the loop will also contain a filter to filter out undesirable components
from the phase detector and to provide further control over the loop’s frequency
response. If ¥(s) is a simple low-pass filter, then

-1
F(s) = (i n 1)
wr,

and the closed-loop transfer function is

,(s) _ NK, _ N .5)
() sts/for+ 1)+ K,  (s2/a?) + 20 Jon)s + 1 '
_ K4k,
where K, = N (8.6)
a)ﬁ = Kvwf_ (87)
172
=9 _ (e
A=K " (K) ®5

Equation (8.5) is the general form of the second-order low-pass transfer func-
tion. It occurs so frequently in PLL analysis that its characteristics are described in .
detail here. The magnitude of the steady-state frequency response is

) N
2 i = 39
5 Y| = (0= /ey + Qaany ®9)
and the phase shift is
90 . — - 2;0)
argg (]&)) = —tan m (8.10)

The magnitude of the frequency response {Eq. (8.9)] of this second-order transfer
function is plotted in Fig. 8.3 for selected values of . For ¢ = 0.707, the transfer
function becomes the second-order “maximaily flat” Butterworth response. For val-
ues of £ < 0.707, the gain exhibits peaking in the frequency domain, The maximum
value of the frequency response M, » as a function of the damping ratio can be found
by setting the derivative of Eq. (8.9)—with respect to frequency—equal to zero.
Then M, is found to be

N
My= ———W——
T2 -3 (8.11)
and the frequency e, at which the maximum occurs is
w, = w,(1 — 2¢H)17 (8.12)
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FIGURE 8.3
Magnitude of a second-order PLL as a function of frequency for selected damping ratios.

The 3-dB bandwidth w, can be derived by solving for the frequency w, at which the
value of Eq. (8.9) is equal to 0.707 for the dc gain (0.707N). And wy, is found to be
(provided { < 1)

o = w,[1 =207 + 2 — 452 + 4L %12 (8.13)

The time it takes for the output to rise from 10 to 90 percent of its final value is
called the rise time t,. Rise time is approximately related to the system bandwidth
by the relation '

. 2.2
A . == (8.14)

I
. wh
which is exact for first-order systems.
Normally the designer would like to have the bandwidth narrow for maximum
filtering and have the rise time as short as possible so that the loop can follow
changes in the input waveform. Equation (8.14) shows that this is not possible;
rather, the designer must make a tradeoff between the system speed of response and
system bandwidih.

EXAMPLE 8.2. Example 8.1 described a frequency synthesizer with K, = 107 rad/s,
The closed-loop bandwidth is 10 rad/s. What value of low-pass filter should be used
so that the closed-loop system approximates a second-order Butterworth filter?
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Solution. For a Butterworth filter the damping ratio ¢ = 0.707. From Eq. (8.8)

172 12
- (L) (o
== ()"~ (32)

80 the required low-pass filter bandwidth is
wy, =20 rad /s
The bandwidth of the closed-loop system is [from Eq. (8.13)]
Wy = wy & =0.707)
= (K,w)"? = 14.147 rad /s
The corresponding system rise time is estimated to be [Eq. (8.14)]

t = 22 =494 x 10733
n
The system characteristics can be changed by changing the locp gain or the fil-
ter bandwidth or by adding a higher-order filter. A detailed analysis of phase-locked
loops is provided in the next chapter.

B 83
PHASE DETECTORS (PDs)

PLL performance characteristics vary depending upos the type of phase detector
used. The three most frequently used forms of phase detector are the digital detec-
tor in which the output signal is restricted to two or three possible levels, the analog
mixer or multiplier, and the sampling phase detector, These three types of phase
detectors will now be described.

Digital Phase Detectors

Logic circuits now serve as the most frequently used phase detectors because they
are readily available as small, inexpensive integrated circuits. The output of logic
circuit PDs is a constant-amplitude pulse whose width is proportional to the phase
difference between'the two input signals (which can be either analog or digital).

»
-

Exclusive-OR Phase Detectors
The exclusive-OR circuit shown in Fig. 8.4 often serves as one of the simplest types

of PDs. The output of the exclusive-OR circuit is high if, and only if, one of the two
input signals is high. In digital PDs, phase error is defined as

¢ = %2:: (8.15)
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111 ) FIGURE 8.4
) JUHU1 An exclusive-OR phase detector.

B I

6@

where T is the period of the input signals and T is the time difference between the
leading edges of the two signals. (If the two inputs are not of the same frequency,
phase error is ambiguous.) The average value of the exclusive-OR gate output as
a function of phase error is plotted in Fig. 8.5. It is assumed that both input signals
have a 50 percent duty cycle. The output is a maximum (the gate output is high at
all times) when the two signals are 180° out of phase. There are two values of
phase error for each value of output voltage, but one value will correspond to a
negative loop gain and the other value to a positive loop gain. For a positive value
of loop gain, the closed-loop system is unstable, and the error will adjust itself to
the phase error corresponding to a negative-feedback loop. One disadvantage of
the exclusive-OR phase detector is that the output depends on the duty cycle of the
input waveforms.

Flip-Flop Detectors

The simple set-reset flip-flop illustrated in Fig. 8.6 can also be used as a phase detec-
tor. The signals, f4 and f consisting of narrow pulses, are connected to the set and
reset inputs. The average value of the { output will be proportional to the phase dif-
ference between the two signals. The average-voltage-versus-phase transfer charac-
teristic will be as shown in Fig. 8.7. This flip-flop phase detector has an advantage
over the exclusive-OR circuit in that the detector has twice the phase range (0 to
27r). That is, the output is V'V only when the phase error reaches 2 rad. A disad-
vantage of this phase detector is that the output requires more filtering than the

FIGURE 8.5
Average voltage output as a
Vi : function of phase error for
1 v the exclusive-OR phase
viz— 1' . detector.
I
b
i | | £
e 2x
Phase error ¢,
FIGURE 8.6
Ja B o

An RS flip-flop used as a phase detector.

Je R
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14 ' FIGURE 8.7

Average voltage output as a function
of phase error for the RS flip-flop
phase detector.

N I I I Exclusive-OF
A —_ Exclusive-OR and RS flip-flop
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| | I | l | I | I ™ response to the detector inputs
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Excluswe-or||||||||||||||||
output —
w1

output

exclusive-OR phase detector output. Consider the timing diagram of Fig. 8.8, (It is
assumed here that some means was used to convert the input signals A and B to dig-
ital pulses.) The exclusive-OR circuit output is at twice the frequency of the input
signals, whereas the flip-flop output frequency is the same as the input frequency.
This implies that the first ac component of the exclusive-OR output is twice as fast
as that of the flip-flop output, and therefore the low-pass filter requirements will be
less stringent if an exclusive-OR phase detector is used. The RS flip-flop works best
with low duty-cycle input waveforms. The output will have a flat spot of width cor-
responding to the width of the input waveform, which will have a negative effect on
PLL performance.

EXAMPLE 8.3. A flip-flop with a 0-V output is used as a phase detector, and the refer-
ence frequency is f,. What will be the amplitude and frequency of noise components
generated in the phase detector when the loop is in frequency lock?

Solution. When the Joop is in lock, the phase detector output 6,(¢) will be a rectangu-
lar pulse train, as shown in Fig. 8.9. The error signal is

()= plt —nT)

n=0

where pty=V O<i=<r
=0 T>t>r1

and T=f"

and 7 is the time delay between the reference pulse and the divider output. If the time
origin is shifted by 7/2 (which does not alter the amplitude of the harmonics), 8,(¢) can
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A Qutput of an RS ﬂ.ip-ﬂop phase
detector to input signals £4 and fy.

o LT L L

4

LT T

“rh-

be expanded in a Fourier series as

[o ]
6.(t) = Z C, cos naw,t
n=0

v
h C,=—r
where T
and c. = z sin(nw, t/2)
T Ry

Each C, is a maximum when sin(ne,t/2) = 1. That is,

ne,T w
2 2
which can be written as -
27 T
T = = —
2nw, 2n

The amplitude of the component at the reference frequency (» = 1) will have a maxi-
mum value of
v v

O =
! Tw, T

when the two input signals are 180° out of phase. The maximum amplitudes of the other
harmenics will occur at different time delays between the two input signals; the maxi-
mum amplitude Gf the nth harmonic is

o c

: v
P Codpay = — = —
R n

Dual-D Flip-Flops

The phase-voltage characteristics of the preceding set-reset flip-flop are sensitive to
the width of the input signals. If they are of finite width, nonlinearities will occur in
the characteristics. The dual-D flip-flop shown in Fig 8.10 is less sensitive to the
duty cycle of the waveforms, The D flip-flops go high on the leading edge of the
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FIGURE 8.10

A dual-D flip-flop phase detector, including a low-pass filter.

input waveform and remain high until they are reset. The reset signal occurs when
both inputs are high. When both signals are in phase and of the same frequency,
both outputs will remain low and no pump signals will be applied to the low-pass
filter. When the two signal frequencies are the same, but not necessarily in phase,
the dc output voltage transfer characteristic will be the same as shown in Fig. 8.7 for
the RS flip-flop. If the two signal frequencies are not the same, the output voltage
will depend on both the relative frequency and phase differences. The timing dia-
gram of Fig. 8.11 illustrates the case in which f; = 2 ;. In Fig. 8.11a, the leading
edge of f| occurs just after that of f,, so @, (which goes high when f, goes high
and then resets when f7 goes high) is high 50 percent of the time, and the average
value of the PD output is 0.5 V. In Fig. 8.11b, the leading edge of £, occurs just

|||!|||||| FIGURE 8.11
A ——  {(a) Dual-D flip-flop phase-

detector output ((;) when f;
| | 1 ; (b) dual-D flip-fl
| I l |—— pilg;sgzde(tez:to‘; outputlp(Q(:fwhen
o | [ LI

Jalags fi.
(@)

A

B O B
S R R
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FIGURE 8.12
LO[—— _ Average dual-D flip-flop

output as a function of
> / input frequency difference.
* 05
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before that of f», so {; is high almost all the time, and the average output voltage
is approximately V. The output voltage averaged over all the phase differences is
then 0.75V for f; = 2 f,. In general, it can be deduced that the average output (aver-
aged over all phase differences) is given by

_ _i)
Vav—(l TAM

provided f, is greater than f;. This expression is plotted in Fig. 8.12.

Phase-Frequency Detectors

The exclusive-OR and flip-flop phase detectors, although simple, have several lim-
itations. One limitation is that the output requires sttbstantial filtering to extract the
dc value. Also, the loop can be slow to respond if the two input signals are not of the
same frequency. The phase-frequency, or three-state, phase detector is designed to
reduce these limitations. The phase-frequency detector acts as a phase detector dur-
ing lock and provides a frequency-sensitive signal to aid acquisition when the loop
is ont of lock. Phase-frequency detectors are available in integrated-circuit form and
usually contain a charge pump as an integral part of the device. The essential idea
of a charge pump is illustrated in Fig. 8.13. The charge pump consists of a voltage-
controlled current source that outputs a current of plus or minus I depending on the
value of control voltage. For yet other values of control voltage, the current is zero
(i.e., open-circuited). If the capacitor is part of an integrator, another pole at the ori-
gin is added to the transfer function, and the loop becomes a type II loop. If C is
shunted by a resistor, the loop remmains a type I loop.

-
I

o o  FIGURE 8.13
A charge pump circuit.
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FIGURE 8.14
A quad-D phase-frequency detector.

-

Many manufacturers now produce a quad-D phase-frequency detector (as
shown in Fig. 8.14). If the two input frequencies are the same, flip-flops Q,, and
{2, are never set, and the circuit functions as the dual-D flip-flop. If the frequencies
are not equal, then either Q,, or Q, will be set. These two flip-flops then serve as
an out-of-frequency detector. For example, if f) is at least twice as fast as f;, then
Q1501 Oy, will be high all the time.

The average-voltage versus relative-frequency characteristic plotted in Fig. 8.15
applies for f; > f;. Note that if the frequencigs are not the same, the average output
voltage is greater than that of the dual-D flip-flop. Therefore, a larger voltage is
applied to the VCO, and the loop is quicker to respond. Once the loop reaches fre-
quency lock, then the phase error can be obtained from Q;; and 0, just as in the

| FIGURE 8.15
o 1.0 Average output voltage of a quad-D phase-
frequency detector as a function of input fre-
quency differences.
205
a&
1] ] | | | |
1 2 3 4 5 6
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v FIGURE 8.16

Average output voltage as a func-
tion of phase error for the quad-D
_______ phase-frequency detector.

—2r

L R

dual-D flip-flop. If the loop is in lock, the average-voltage-versus-phase characteris-
tic is as shown in Fig. 8.16. The phase range for the phase-frequency detector is 720°.

Mixers

Mixers (and multipliers) are often used as phase detectors in analog PLLs. If the
input signal is 6; = A; sinw,? and the reference signal is 6, = A, sin (w,! + ¢),
where ¢ is the phase difference between the two signals, then the output signal
G is

A A, A A,

. =80, = Kcos¢ —

K cos 2wyt + ¢) (8.16)

where K is the mixer gain. One of the primary functions of the loop’s low-pass fil-
ter is to eliminate the second harmonic term before it reaches the VCO. The second
harmonic will be assumed to be filtered out, and only the first term will be consid-
ered. Therefore,

A A,
g, =‘—’2*—K cos ¢ (8.17)

When _the error signal is zero, ¢ = x/2. The error signal is proportional to
phase differences about 90°. For small changes in phase Ag,

M
Id

0, ~ A¢ (8.18)
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since the phase detector output was assumed to be 6, = K4(6; — 6,). The phase-
detector scale factor K, is given by

(8.19)

The phase-detector scale factor K; depends on the input signal amplitudes; the
device can only be considered linear for constant-amplitude input signals and for
small deviations in phase. For larger deviations in phase,

8. = K sin A¢ (8.20)

which describes the nonlinear relation between 6, and ¢.

Sampling Detectors

Phase detection can also be accomplished with a linear time-varying switch that is
closed periodically. Mathematically, the switch can be described as a pulse modula-
tor, as shown in Fig. 8.17. If the operation of the sampling switch is time-periodic,
that is, if the sampler closes for a short interval Patinstants T =0, T, 27T, ... ,nT,
then the sampling is uniform. The waveshapes of the input and output signals of a uni-
form-rate-sampling device are shown in Fig. 8.18. The output can be considered to be

0. (1) = 6;(1)6, (1) (8.21)

where 6, (#) can be assumed to be a periodic train of constant-amplitude pulses of
amplitude A,, width P, and period T. Since 6, (7), illustrated in Fig. 8.19, is peri-
odic, it can be expanded in a Fourier series as

o0
0,(¢) = Z C,efnot (8.22)
n=—0Q P
where C,=T7! f Aye oot gy (8.23)
1]
A, | nw,P [—~jnw,P
= 2L gin 1%, ( 0O n#0 (8.24)
nT 2 2
\Ar
==rp n=0 (8.25
=T )

6r(1)

l

FIGURE 8.17

A switch modeled as a phase modulator.
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FIGURE 8.18
An example of the input and cutput waveforms of a uniform-
rate sampling device.

A, X 24, . o P P
Thus, 6.(t) = 8 e COs I:nwa (t - —)] (8.26)
T = nn 2 2

-

If the input signal is a sine wave
8; (1) = A; sin {ew;t + ¢¢)
then

new, P

6.(t) = 0,(6:(1) = AiA, (P sin (it + $) + — ZS‘“

na;,_P] + sin [(a),- — nwy)t + ¢ + ncuz,,P]])

(8.27)

X [sin I:(mo0 +

L ' 6,(1)

INININININIE

(2T + P} P TT+P 2T2r+ P H

FIGURE 8.19
Pulse modulation is used to model the uniform-rate sampler.
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when the loop is in lock (@; = w,). The dc term is
AjA, . P2 P
(1) = =L sin “"’w/ sin (¢ 2 ) (8.28)

The term «w, P /2 occurs because the pulse of 6,(¢) is assumed to start at = 0.
If the time origin is shifted to the middle of the pulse, this term does not appear. For
small phase differences ¢, the error signal is proportional to the phase difference.
Therefore, the linear time-varying switch is able to serve as a phase detector. It dif-
fers from the mixer in that the dc output is zero when ¢ = —w,P/2. That is, the
output is zero when the oscillator and reference signal are in phase. This differs
from the mixer type of phase detector, which is nulled when the two signals are in
phase quadrature. As with the mixer, the sampling-phase-detector gain constant K,
is proportional to the amplitude of the applied signals. The necessary conditions for
both types of loops to exhibit linear characteristics are that the input signal ampli-
tudes be constant and the phase error be sufficiently small that

w, P
2

w, P
2

sin (¢ + ) ¢+

When the loop is in lock (w; = w,), the mixer output contains a dc term and the
second harmonic, whereas the sampled output contains a dc term plus all harmon-
ics of the input frequency. Therefore, the low-pass filter requirements for the sam-
pling type of phase detector are more stringent than those for the sinusoidal mixer.
Fortunately, there are filters that can easily be implemented for the sampling PD.
The most commonly used is the zero-order data hold (ZODH ) or boxcar generator.
The zero-order data hold is a device that converts the pulses of width P to constant-
amplitude pulses of width T, as shown in Fig. 8.20. The output of the zero-order
data hold 8,(#) between the sampling instants #; and £, is

0, (1) = 6 (1:)[u(t) — u(2)) (8.29)

where 8,(1;) is the value of ,(z) at the sampling time #. Although the exact analy-
sis of the finite-pulse-width sampler and ZODH combination is complex, the fre-
quency response can be closely approximated if the sampling process is replaced by

.

TS =y ()
~ o
~1= A ~ Desired continuous signal
N - Ty
=
Pl

| I N\ A
Ol T 2T 37 4T ST 6T 7T 8T 97 10T *— P ¢
FIGURE 8.20

Output of a zero-order data hold compared with the ideal output
{dashed line).



328 CHAPTER 8: Phase-Locked Loops

an.“ideal sampler” whose output is a train of impulses. That is, the sampled signal
8* (1) is a train of amplitude-modulated impulses

6*(t) = 0:(1)8r(¢) (8.30)

where 87(¢) is a unit-impulse train of period T,
e u]

Sr(t)= Y _ 8¢ —nT) (8.31)

n=—0od
and 8(t — nT) represents an impulse of unit area occurring at time ¢ = nT. Since
3r(¢) is periodic, it can be expressed by the Fourier series

(e
Sr(t)= ) Coe i (8.32)
n=—00
where w, = 2m/T. The constants C, are determined from
T/2 _
c,=T7" f 8r(De ety = 771 (8.33)
-T2
Now 8¢ () can be expanded in a Fourier series
Sr()=T" Z e wy = (8.34)
A=—00
and since /"' 4 e~ = 2 cos new,t,
2 o0
Sr)=T7"+ T Ecos*nwot (8.35)
n=1

That is, the frequency spectrum of an impulse train of period T contains a dc term
plus the fundamental frequency and all harmonics with an amplitude of 1/7. There-
fore, Eq. (8.30) can be written

2 oQ
* — -1
0% (1) = 6,(1) (T += ;cos na),,r) (8.36)
If the input 6;(r) is a sine wave 8;(f) =-A, sin (;? + ¢),

L9 ()= % [sin (wit +¢)+2 Z €oSs nw,t sin (w;t + ¢):| (8.3

n=1

This*equation is similar to the result obtained [Eq. (8.27)] for the more realistic
finite-pulse-width model of the sampler. The difference is that for the finite-pulse-
width model the harmonics are attennated by the factor

sin (new, P/2)
nw,

With the impulse sampler, all harmonics are attenuated by 2/T.
The impulse response of the ZODH is a pulse T s wide, or

O(8) = u() —u(t = T)
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so its frequency-dependent transfer function is

1— e—sT

G.(s) = — (8.38)
and the ZODH frequency response is
L —joT jwTf2 _ ,~wT/2
G, (jw) = l_lej_ = Z e—feT/2 L:e—
jow 2 JjoTj2

_jwrs2 $i0 (@T/2) (8.39)

= Te
¢ wT)2

which is a low-pass filter with a linear phase shift, as illustrated in Fig. 8.21. An
important feature of this filter is that it has zero gain at the sampling frequency and
at all harmonics of the sampling frequency. As Eq. (8.37)—or Eq. (8.27)—shows,
when the input and sampling frequencies are equal, the output of the sampler con-
tains a dc term and all harmonics of the sampling frequency. Since the ZODH has
zero gain at these nonzero frequencies, the unwanted harmonics are completely
removed by the filter. This is one of the primary reasons for the widespread appli-
cation of samplers in phase-locked loops. The ZODH also has a phase lag that
increases linearly with frequency. The effect of this negative phase shift on loop sta-
bility is discussed in the next chapter.

Although a PLL containing a sampling detector is often analyzed by using Z-
transform techniques, an equally accurate approximation to loop performance can
be obtained by using continuous techniques. The inaccuracy inherent in the Z-
transform analysis of PLLs is further considered in the section on large-signal
behavior in the following chapter. When the input and feedback frequencies are
equal, Eq. (8.37) can be written

*(t) = A,-Sl—;—? + high-frequency terms (8.40)

iy
ST
wl/2 .
(]
o
T T T T TTT

0°

FIGURE 8.21
Frequency response of a zero-order data hold.
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b +— ‘/\EP K | g— 5772 _Siﬂui;;;ﬂ) fsg
FIGURE 8.22

A simplified model of a phase-locked loop containing a sample-and-hold
module.

Since the high-frequency terms are filtered out by the zero-order data hold,

«ny~ad
6*(1) ~ A (8.41)

for small ¢. The frequency response of the loop can then be estimated by using the
model shown in Fig. 8.22, provided the VCO is the only other frequency-dependent
component in the loop. In this model, X is composed of the phase detector factor A,
times any additional gain in the loop. This model is used to analyze loop stability
and frequency-response characteristics in the next chapter.

Phase Detector Comparisons

Which type of phase comparator to select for a particular application depends on
many factors, including cost, size, speed, and noise performance. The double-
balanced mixer has the best noise performance of all the PDs, but it is only capable
of producing approximately 0.5-V output. Since most VCOs require 2- to 10-V
input, a preamplifier will be required with this type of PD, but the additional noise
contributed may be so large that it is no longer the best choice. The double-balanced
mixer finds application primarily in loops where little VCO pulling range is neces-
sary, such as when VCXOs are used. The sample-and-hold discriminator works well
from 20 to 100 kHz, but above this range there is too much harmonic leakage with
existing systems for the sample-and-hold PD to be the best choice. For high-speed
performance, digital phase detectors using emitter-coupled logic (ECL) are usually
preferred.

[N

! 8-4
VOLTAGE-CONTROLLED OSCILLATORS

VCOs are described in detail in Chap. 7, and the effect of their noise on the perfor-
mance of PLLs used as frequency synthesizers is discussed in Chap. 10. Here we
will be concerned with only the main points of their importance when used in PLLs.
The main properties of a VCO used in a PLL are discussed below.

1. Frequency deviation. The maximum PLL capture range is equal to the open-loop
gain, provided the VCO frequency deviation capability is at least this great. If it
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is less, then the PLL capture range is limited by the maximum VCO frequency
deviation capability.

2. Frequency stabiliry. If high-frequency stability is required, VCXOs are normal-
ly employed. Frequency stability is of the utmost importance in frequency syn-
thesizers. However, as mentioned previously, the VCXO has a small frequency
deviation and is not able to follow signals with a large frequency deviation.

3. Modulation sensitivity. The modulation sensitivity K, should be high. A small
change in dc voltage should produce a relatively large change in VCO frequency.

4. Response. The VCO should respond quickly enough that it does not affect the
loop stability characteristics. Normally, the VCO poles should lie outside the
dominant poles of the system.

3. Frequency-voltage characteristics. The VCO frequency-voltage characteristics
must be linear. The tolerance on linearity depends on the particular application.
PLLs that include a microprocessor in the loop can use the microprocessor plus
a digital-to-analog converter to compensate for VCO nonlinearities.

6. Spectral purity. In some applications, such as analog frequency synthesizers, the
VCO output should be as pure a sine wave as possible. In other applications, the
VCO output can be a rectangular wave train.

H 85
LOOP FILTERS

The loop filter is a low-pass filter, usually of the first order, but higher-order filters
are used when additional suppression of the ac components of the phase detector
output is desired. In some instances a notch network is included in the filter for
suppression of a particular frequency. The network configuration depends on
whether the phase detector output can be modeled as a voltage source (low output
impedance) or a current source (high output impedance). Figure 8.23q illustrates

C
. M
Y v R,
Phase . M d
R, —0
J_ R :[ C V.
(a) (b}
FIGURE 8.23

A first-order filter realized with a charge pump output phase detector; () a first-order
filter realized with a voltage output phase detector.
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a first~order filter that can be used with a charge pump output. The voltage is
given by
_ I(V)R
‘T SRC+1
where I(V) is the amplitude of the phase detector output. Figure 8.235 illustrates a

first-order active filter, which can be used with a phase detector with a low output
impedance. The transfer function

V. R, 1
— =——(RC+1
v, ~ R CRCTD
is a first-order filter with a dc gain of
Ry
A, =——
K,

which can be adjusted to modify loop performance. The selection of loop filters for
loop stability, transient performance, and noise suppression is described in greater
detail in the following chapter.

B 8.6
LINEAR AND NONLINEAR PLL SIMULATIONS USING SPICE

When one is simulating a complex circuit using SPICE, sometimes it is difficult to
find the correct models for some of the components, or models may not even exist.
There are also times when an exact simulation is not required or the designer wants
to get a quick feel for how the circuit will operate under certain constraints. For
example, a complete PLL with a varactor-tuned VCQO, a double-balanced mixer as
the phase detector, and an RC network for the low-pass filter (LPF) can be con-
structed in SPICE and can result in accurate simulations. However, this level of
sirmulation would not be a good starting place for a preliminary PLL design. It is a
good design practice to begin with top-level block diagram models that can repre-
sent basic system performance. ‘

Earlier in this chapter we saw that designing PLLs involved tradeoffs. Equation
(8.14) demonstrated that system speed of response and system bandwidth compli-
cate the PLL design because they work against each other. In addition, we will see
in €hap. 9 that the behavior of PLLs can become quite complex when they are
designed around a desired transient response and loop stability is taken into account.
These complications indicate that a top-leve] design should represent system com-
ponents only at an abstract level so that the PLL’s performance can be established.
SPICE’s Analog Behavior Modeling {ABM) feature provides a quick, accurate, and
easily changeable model. In this method an input-output relationship is developed
that models the black-box behavior of the circuit. In the following sections we will
use this technique to model phase detectors, VCOs, and complete PLLs. In addition,
we can use the techniques developed in this section to model more complicated PLL
designs in Chap. 9.
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A Sinusoidal Phase Detector Model

Suppose that a sum/difference phase detector is to be modeled and that the refer-
ence and feedback frequencies are equal (frequency lock). Figure 8.24 shows the
response of this model to nonlinear inputs. For small phase differences, the series
expansion of the sine function gives sin{d, — ;) = 6, — 8; and the phase error
reduces to the linear difference in phases. Using the ABM E VALUE primitive in
SPICE, the phase detector can be modeled by the following equation: OUT =
K;(V (reference) — V (feedback)). The schematic for a phase detector modeled in
this way is given in Fig. 8.25. Note that although the series expansion reduces to a
linear function, the output of the phase detector is inherently nonlinear.

YVoltage-controlled Oscillator Simulations

The VCO was also modeled as a linear device in Sec. 8.2. In this model we found
that the output frequency followed the relation

w, = w, + Aw

R L0)

and that Aw
dt

= K, V.(t)

where K, is the VCO gain constant [rad/(s - V)] and V. is the input control voltage.
From this equation the VCO’s output waveform is given by

V() = K sin [wct +K, f V() d:]

and that for a linear control voltage is
V, (1) = K sin[Qnf. + K, V)]

EXAMPLE 8.4, Using SPICE and ABM, simulate a VCO with a center frequency of
10 kHz and a VCO gain factor K, of 2x x 5 kHz/(s - V). Also, simulate the same cir-
cuit with a 45° (0.7854-rad) VCO phase offset. Plot the output frequencies for control
values of —1 and 1 V.

Selution. To model this circuit, we need an ABM block using the SPICE s dt (integral)
function o produce the phase integral

Phase = K, f Vo) dt

V() =sin(w, +8,) K, — V(1) = K, [sin{wt + 8) -~ sin{w s + 8]

V(1) = sin(agt + 0,)

FIGURE 8.24
Nonlinear phase detector output using summing node with gain stage.
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E2(VALUE)

E1(LAPLACE)

Reference + 2 5
> F(s)

Feedback

= ) =

k 4

FIGURE 8.25
Phase detector circuit model nsed in SPICE simulations.

and an ABM block to produce the output sinusoid
V,(t) = sin [2 (f.1) + phase + offset]

Note that the offset could have been a node voltage instead of a constant. By using a
node voltage, an offset step or ramp change can be simulated. The schematic, SPICE
circuit description,? and output plots are given in Fig. 8.26a to c.

Linear and Nonlinear PLL Simulations

Now that we have developed simple models for the phase detector and VCO, we
can complete the feedback path and handle PLL simulations. Remember that the
models that we have developed are only approximations of PLL behavior, and they
were designed for a top-level look at how the PLL behaves.

For a linear simulation, we would like to assume that the loop has achieved fre-
quency lock and subtract the small (approximately linear) phases. Unfortunately,
SPICE has a limited number of trigonometric primitives that can be used to extract
the phase from the sine functions. Since the arcsine function is not available, the
arctangent function must be used. One method to obtain the phase is to use the rela-
tionship cos?x = 1 — sin® x. An ABM block is used to convert the sinusoidal input
to the argument of the sine by using the equation

OUT — ARCTAN (,.L)

v1—IN?
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Eil'll Esin
Ctrl - kvco* Phase » Sin(2pi*(fc¥time) + Out
s dt[v(ctrl)] v(phase} + offset)

o ;.
lO

(a}

V20 eimulation with center freq = 10 kHz and galn factor = 2*pi*5000 rad/sec/V

.PARAM twopl=6.283 fo=10k kvco=5000*twopi
I* . PARAM offset=0.7854
+PARAM offset=0.0

" 0 out 16

Esine out 0 VALUE ( sin(twopi+*(fc*time)+v{phase)+offazet)}
int phage 0 VALUE { kvco*sdt(v(ctrl)) }

vy ctrl O PWL 0 -1 v 0.5m -1 v 0.501 ms 1 v
.tran lulm 0 50 m
.OF
.probhe
+END
&)
1.0V

=

oV

e —

pemg——
e e — — ——— — — — — ——

'__‘_-=:_

FIGURE 8.26
VCO simulaticn using analog behavior modeling. (@) VCO schematic; (b) cir-
cuit file; and (c) VCO output,
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The phase detector takes the difference between the reference’s sine argument and
the feedback’s sine argument. The frequency arguments subtract out, and the differ-
ence between the phases remains.

For nonlinear simulations, we just connect the VCO output to the nonlinear
phase detector. There are also a number of nonlinearities that can be added to the
VCO response by using the ABM technique. For the present simulations, the phase
error will be kept small, so that the nonlinear results can be compared to the linear
results. The large-signal PLL behavior is presented in Chap. 9.

At this point, when one is simulating the PLLs, it is important to carefully
choose K;and K, in relation to the VCO center frequency. In Chap. 9 their relation
to closed-loop bandwidth, settling time, transient performance, and stability is pre-
sented. For now, a rule of thumb for the SPICE simulations is to choose them such
that X, (where K, is in hertz per volt and K is in volts per radian) is at least one-
half the VCO center frequency. In the next example, a linear PLL is simulated. A
close look at the control voltage into the VCO shows a triangular waveform that
forces the VCO frequency forward and backward until phase lock is achieved. If X,
is too small, then there will not be enough gain in the loop to ramp the control volt-
age high enough in magnitude. In that case, the VCO cannot obtain phase lock.

EXAMPLE 8.5. Design and simulate a linear and nonlincar PLL with the following
parameters:

Center frequency = 10 kHz
VCO gain factor = 5000 Hz/V
Phase detector gain = 1 V/rad
Reference phase offset = 5°(0.08727 rad)

Use a VCO for the reference waveform. Compare the VCO input voltages with the fol-
lowing three LPF transfer functions:

1 1 1
4+ (1.2E*)s 1+ (1.2E—5)s 1+ (1.2E-%)s

Also, plot the output and reference sinusoids for the second LPF loop.

Solution, Figure 8.27a shows a schematic for the nonlinear PLL. By using ABM tech-
niques, the PLE is implemented with four components. An ABM VCO is used to gen-
erate a’reference frequency of 10 kHz. A phase offset is added to the reference at 0.5
18, using a piecéwise linear voltage source to generate the offset. The resultant signal
“is connected to a phase detector that takes the difference between the reference and
VCO signals. The low-pass filter is implemented by using the ABM Laplace function.
Finally, a VCO with a center frequency of 10 kHz integrates the output of the LPF for
the control voltage, generates the corresponding sinusoid, and feeds its output back to
the phase detector. A linear PLL schematic is shown in Fig. 8.274. It performs the same

>
FIGURE 8.27

PLL simulation results; () nonlinear PLL schematic; (b) nonlinear SPICE circuit file;
(¢) control voltages, reference, and cutput; {¢) linear PLL schematic; () linear SPICE
circuit file; (f) control voltages, reference, and output.




Phase offset = 5°

| e i

L+ verrl -
M 0Vde

Ctrl Ref Diff
] vco * > > F(s)
sin((27*10 kHz)t + 5°)

Phase offset = 0°

l Evco

K

vCO
sin{ (27 *10 kHz)t + [k, *27*
l 5 dt(V)] + 0%}
Out
(a)

*Honlinear PLL simulatlon circuit file
L]
. PARAM twopia6,2831853 fce=10k kvco=5000
. PARAM Fdml offsetw=0 Va=l
*
*
* This is the reference VCO’s phase step offset
*
vl offaetr 0 PWL 00 0 .5m 0 .500000001m .08727 1 0 .08727
RS offsetr 0 1G
*
* PLL #1 -
Bref ref 0 VALUE {

+ Va*gin(twopl*{fc*tima)+{kvco*twopi*sdt (V(ctrlr)))+V(offsetr)) }
Vetrlr ctrlr O OV

Epd aiff ¢ VALUE { Rd*{V(ref)-V{out)) }
ELFF ctrl 0 LAPLACE { V(diff, 0) } = { 1/(1+1.2E-4*s) }
EVCO ont 0 VALUE {

+ Va*pin(twopl* (fo*time)+ (kvoo*twopli*edt (V(ctrl)))+offset) }

*

* PLL #2

Eref2 refl 0 VALUE {

+ Vatgin(twopl* (fo*time)+(kvco*twopi¥edt (V(ctrlr2)))+Vi(offaetr)) }
Vetrlrz ctrir2 ¢ 0V

Epd2 diff2 O VALUE { Kd*(V(reéf2)-v(out2}) }

ELPF2 otrl2 0 LAPLACE { V(Aiff2, 0) } = { 1/(1+1.2E-5%8) }
EVCO2 out2 0 VALUE {

+ Va*pip(twobg.*(fc*time) +(kvco*twopl*edt (V(ctrl2)})}+offset) }

» - .

* PLL #3 .
Brefi ref3 0 VALUE {

+ Va*ain(twopl*{fc*time) + (kveco*twopl*adt (Vi{ctrlri}))+Vi{coffesatr)) }
Vetrlr3 ctrlr3d 0 0V

Epd3 Aif£3 0 VALUE { Kd* (V(ref3)-V{out3)}) }

ELPF3 ctrll 0 LAPLACE { V{(Alff3, 0) } = { 1/(1+1.2E-6%*8) }
EVCO3 out3 0 VALUE {

+ Va*sin(twopi*(fc*time)}+(kvco*twopi*adt(V{ctrli})}+offpet) }

*

.tran 1lu 3m 0 10um

0P

.probe

. END

'

)
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20V
Time = 3 ms(5°phase step)

SEL>> Loop returns to phase lock
2.0V
0 Vouz © Ve
200 mV

TC.=12E-4 T.C. = LPF Time Constant
200 mV | | | | |
0s 0.5 ms 1.0 ms 1.5 ms 2.0 ms 2.5ms 30ms
0 Vo © Voot ¥ Veuss Time
(c)
Epd
E E.r
il sin K;=1 ELPF
Ctrl vCO extract | Ref | + Diff Cirl
— sin[(27w*10kHz) [ argument - - | F(5)
t+ 357 of sine
I 3
+ _ EVCO
L, T |
T‘. 0Vde vCO
Phase offset = 5° Phase offset = §° =~ sin{[27*10 kHz)
t+ (k ¥2m*
s dt(V, )1+ 0°}
extract a{gument - > Out
of sine
@)
* Linea.:.l*l'ili. ghimlation circuit file
. PARAM twopi£6,2831853 fc=10k kvco=5000
. PARAM Kd=1 coffget=0 Va=1.0
w
* tThig 18 the reference VCO's phase step offset
L ]
v_v7 offsetr 0 PWL 00 0 .5m 0 ,500000001m .08727 1 0.08727
R_R5 offsetr 0 1G
*
*PLL #1
E_EFD daiff 0 VALUE { Xd*(v{ref)-v(outf)) }

E_Esinf outf 0 VALUE { ARCTAN((V(out)/SQRT(Va*Va-
{(V(out))*(Viout))))))

+ }

E_Esinr ref 0 VALUE { ARCTAN((V(r)/({(SQRT(Va*Va-(V(r)}*(V{(xr))))))
}
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V_V6 Ctrlr 0 0OV

E_ELPF ctrl 0 LAPLACE { v(diff, 0} } = { 1/(1+1.2E-4%g) }
E_Eref r 0 VALUE {

+ Va*sin(twopi* (fc*time)+(kvco*twopi*adt (V(ctrlr)))+V(offgetr)) }
E_Evco out 0 VALOE {

+ Va*gin(twopi* (fc*time)+(sdt (kvco*twopi*V(ctrl)))}+offget) }

*

* PLL #2

B_EPD2 diff2 0 VALUE { Rd*(V{ref2)-vioutf2)) }
E_Eainf2 outf2 0 VALUE {

+ ARCTAN((V(out2)/(SQRT{Va*Va-(V{out2)}*(V{out2)))))) }
E_Esinr2 ref2 0 VALUE { ARCTAN{(V(r2)/(SQRT(Va*Va-
(V(r2))*{v(r2))))})) }

v_vip ctrlr2 0 OV
E_ELPFZ ctrl2 0 LAPLACE { V{(diff2, 0} } = { 1/(1+1.2E-5%g) }
E Eref2 r2 0 VALUE {

+ Va*sin{twopi* (fc*time)+(kvco*twopi*sdt{V{ctrlr2)))+V{offaetr)) }
E_Evceo2 out2 0 VALUE {

+ Va*sin{twopi*(fc*time)+(sdt(kvco*twopli*Vv{ctrl2)))+offaset) )

*

* PLL #3

E_EPD3  diff3 0 VALUR { Kd*(V(ref3)-V(outf3)) }

E_Eginf3l outf3 0 VALUE {

+ ARCTAN({{out3)}/{SQRT(Va*Va-(V(out3}}*(v{outi)))))) }

E_Esinr3i ref3 D VALUB { ARCTAN((V(r3)/(SQRT{va*Va-
(V(r3)}*(v(r3)))))) 3

v_viz2 ctrlrd 0 OV
E_ELPF3 ctrlld 0 LAPLACE { V(diff3, 0} } = { 1/{1+1.2E-6%*8) }
E _Eref3d 13 0 VALUE {

+ Va*sin{twopl*(fe*time)+ (kvco*twopi*adt (V{ctrlr3)))+V{offsetr)) )
E_Evcol outl 0 VALUE {

+ Va*sin(twopl*(fc*time)+{adt (kveottwopi*V{ctrl3)))+offaer} }
.tran iu 3m 0 10u

Q0P

.probe

.END

(e}
20V
Time = 3 ms(5°phase step)
SEL>>> Loop returns to phase lock
-2.0V :
OVoe ¢ Va

200 mV

I T.C.=1.2E-5} TC.=12E-6

T.C. = LPF time constant

200 mV | | | | 1
Os 0.5 ms 1.0 ms 1.5 ms 20ms 2.5ms 3.0 ms

OV ¢ Van ¥ Veus Time

)
339
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function as the nonlinear PLL, but also includes the two ABM blocks that extract the
argument of the sine. The nonlinear PLL SPICE circuit file is given in Fig. 8.27b, and
the control voltage waveforms are shown in Fig. 8.27¢. The linear PLL SPICE circuit
file is given in Fig. 8.27¢, and the control voltage waveforms are shown in Fig. 8.27f.
Notice that the value of the LPF times the constant affects the settling time of the loop.
It is left as an exercise to also see that the values of K; and K, affect the loop’s per-
formance.

m 8.7
PHASE-LOCKED LOOP APPLICATIONS

The PLL is an exceptionally versatile device suitable for a variety of frequency-
selective modulation, demodulation detection, tracking, and synthesis applications.
A few of the basic applications are described here. The use of the PLL for frequen-
¢y synthesis is described in detail in Chap. 10, and additional applications of the
PLL for modulation and detection are given in Chap. 12.

Tracking Filters

A phase-locked loop can filter the noise present on the input (reference) signal. The
PLL will track the frequency of the input as long as it is not changing rapidly. The
PLL transfer function is then a low-pass filter centered about the VCO frequency,
which is the same as the input frequency. It is not a linear filter, since any amplitude
information is lost, but it will reduce fluctuations in the input frequency. When the
loop is tracking, the transfer function is given by Eq. (8.4) (normally N will be
equal to 1 in the tracking filter). The loop functions as a bandpass filter whose cen-
ter frequency is that of the input reference frequency.

The bandwidth of the second-order loop is given by Eq. (8.13). From this equa-
tion and Eq. (8.7) it is seen that the bandwidth w, o (K,;)"/2. That is, the closed-
loop bandwidth (from the center frequency to one 3-dB point) is proportional to the
square root of the loop filter bandwidth times the loop gain constant. It is possible
for the loop to lock on to harmonics or subharmonics of the loop, depending on
what types of phase detector and VCO are used. For example, with a mixing-type
phase detector, the PLL can lock onto subharmonics of the input if the VCO output
is a square wave.

TFhe ability of the PLL to automatically tune its center frequency to that of the
input signal makes it an attractive solution to modulation and demodulation prob-
lems.

Angle Modulation

A phase-locked loop provides a ready means of phase modulation and indirect fre-
quency modulation. Figure 8.28, illustrates a phase-locked loop with the modulat-
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FIGURE 8.28
A phase-locked loop with a phase-modulating signal s (),

ing signal added before the low-pass filter. If a linear model is assumed for the loop,
then superposition can be used to find the output phase:
0,(s) = B (LK, Ky F (5)/5] M{s} K, F(s)/s]
’ L+ KK F(5)/(sN) 14+ K, K F(s)/(sN)

where M(s) is the Laplace transform of the modulating signal m(z). At low fre-
quencies

(8.42)

‘KoKdF(jw)

N ‘ > 1 (8.43)

and 8,(jw) = N[er(jw) + Mg“‘)]

g
The phase-locked loop is a low-pass filter, and the expression [Eq. (8.43)] is satis-

fied at frequencies within the loop bandwidth. In this frequency region, the output
phase is modulated by m(#), and

_den) _  [d6.@) | 1 dm@)
FW =" _N[ dt +Kd dr]

If the input phase is constant, the output frequency is proportional to the derivative
of the modulating signal. This is referred to as indirect frequency modulation to dis-
tinguish it from direct FM, in which the frequency is directly proportional to the
modulating signal. .

»
rd

Frequency Demodulation

If the PLL is locked on an input frequency, the VCO control voltage is proportion-
al to the VCO’s frequency shift from its free-running frequency. If the input fre-
quency shifts, the control voltage shifts accordingly (provided the frequency shift
is within the loop’s tracking range). If the input signal is frequency-modulated,
then the VCO control voltage will be the demodulated output. The PLL can be
used for detecting either narrowband or wideband (high-deviation) FM signals
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with a higher degree of linearity than can be obtained by other FM detection meth-
ods. If the maximum phase detector output voltage is V'V, then the maximum con-
trol voltage applied to the VCO is KV V, where X is the dc gain of the low-pass
filter. The maximum frequency deviation of the VCO is then

(Aw)max = KKV rad/s

This, of course, assumes that the VCO is designed to be linear over this frequency
range. If the phase detector output can deviate between £V V, the tracking range
(TR) will be

TR = 2(A@w)max = 2K, KV

This tracking range must be greater than the frequency deviation of the input signal.
FM demodulation can then be obtained by setting the free-running frequency of the
VCO equal to the center frequency of the input signal. This detection method
assumes that the envelope of the input waveform has a constant amplitude. In many
applications, an amplifier and amplitude limiter are added before the phase-locked
loop to ensure that this is the case.

A particular application of frequency-shift keying (FSK) demodulation is the
detection of one of two transmitted frequencies. This detector is frequently referred
to as a touch-tone decoder. There now exist multitone encoder and decoder inte-
grated circuits. The decoders are able to detect a coded sequence of tones, allowing,
for example, three different tones to represent eight transmitters.

Digital data are often transmitted using FSK, which consists of shifting the car-
rier frequency between two predetermined frequencies. The phase-locked loop can
be used to demodulate the FSK signal. The voltage at the output of the loop filter
shifts between two discrete voltage levels, reproducing the digital waveform. A
realization of FSK demodulation is described in the section on digital PLLs,

Amplitude Demodulation

The amplitude-modulated signal
S() = V[1 +m(r)] sinw,t

can be demodulated by multiplying the signal by a local oscillator signal of the same
carrier frequency. The method is illustrated in Fig. 8.29. The multiplier output is

C V(@) = V1 + m(1)]sinw,t A sin (w,t + 0)
cos 8 — cos 2wt + &)

.
r

= V[l +m(1)] >
sty V) | Low-pass A0 FIGURE 8.29
fier [ Amixer followed by a low-pass filier.

A sit (wpt + 0)
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FIGURE 8.30
St Ph
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The multiplier output consists of the low-frequency modulating signal
VI} +m(t)] cos @
and the modulating signal centered about twice the carrier frequency
VI1 + m(t)] cos Qw,t + 0)

The high-frequency term can be removed by the low-pass filter, so the filter output
will be

Vo(t) = V[1 + m(s)lcos &

This relatively simple direct-conversion receiver has several advantages over
the more frequently used superheterodyne receiver. It eliminates the intermediate-
frequency (IF) filter and the need for additional oscillators. The elimination of the
IF filter also eliminates the need for image rejection filters. It does, however, have
problems, one of them being that if the input signal phase angle € is not known,
the output voltage can be small. To ensure maximum output voltage, the phase
angle should be zero; that is, the local oscillator signal should be phase-locked to
the carrier signal. In this case, the demodulation is one of coherent detection, which
performs better than incoherent detection methods when the input signal-to-noise
ratio is low.* The local oscillator signal, phase-locked on the input carrier, can be
generated in a phase-locked loop. A complete amplitude demodulator is illustrated
in Fig. 8.30. This circuit assumes that the VCO is in phase with the input. If a phase
detector that causes the loop to lock with the VCO 90° out of phase with the input
is used, then the VCO output must be shifted by 90° before it is mixed with incom-
ing fignals. Several phase-locked-loop integrated circuits include an additional
multiplier on the chip so that amplitude demodulation can be easily realized.

Phase Shifters

Many methods of modulation and demodulation require that the local oscillator sig-
nal be phase-shifted by 90°. The circuit shown in Fig. 8.31 presents one method of
obtaining a signal together with the signal shifted in phase by 90°. The phase-locked
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FIGURE 8.31
A phase-locked-loop circuit used for generating in-phase and quadrature signals.

loop doubles the reference frequency. The flip-flop output frequency is the same as
the reference frequency, and as can be seen from the timing diagram illustrated in
Fig. 8.32, the two output signals differ by 90° in phase (7 /4 = 90°).

Signal Synchronizers and Carrier Recovery

The communications methods that have the lowest error rate are coherent; they
require that the carrier frequency and phase be precisely known for demodulation.
At the same time, it is an inefficient use of energy to transmit the carrier. Many
encoding schemes transmit a low-level pilot carrier. FM stereo and some commer-
cial television encoding schemes use this technique. The color television signal
includes a short sinusoidal burst transmitted at the rate of the horizontal synchro-
nization pulses for synchronizing the color signals. These carrier signals can read-
ily be recovered with a phase-locked loop.

¥ FIGURE 8.32
A timing diagram showing the outputs of the
|_I m circuit in Fig. 8.31.
O g B
P
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‘ |
I
0 f |
I |
|
|
|




8.7 Phase-Locked Loop Applications 345

There are other communications systems in which the carrier is suppressed, and
accurate reception requires the generation of signals based on the phase information
about the carrier. The receiver circuits that generate the carrier and clock signals are
known as signal synchronizers,; phase-locked loops are often used in these syn-
chronizers. (The phase-locked loop applications that have been discussed so far all
require an input signal at the frequency to be tracked.} Signal synchronizers employ

(6 =m()sin{wt + &) » 1.PF 7—»

1
(E) A,sin(8;) m(H
1 A cos(wg +28))
(5) m2 (D1 - cos (2w, + 26,)] A,cos{2ant +26),)
Squaring - PLL o| Limiter - Frg(i]‘:lial;cy
circuit A, by 2

(%) mA(D1 — cos (2wt +20,)

(a) Squaring loop

(%) A m(t)[cos 8,—cos (et + 6,+ 8,)]

V() = (%) A, cos0,m(s)

—»@ LPF >

f §
ﬂv= Bi7 Ba
A, sin(wi +6,) ¥
LPF | LPE <—(§§)
F 3
5(t) = m(1) sin {w;t + 0,) —] 1
{f) = m(1} sin(w;t +8)) (7) A,*sin(20,)n(1)
2 8
N LPE
L ) A cos(w;t+0))
]

—>® > LPF

G) A,m(P)(sin 6, +sinQa;t + 6, +6,)]

(%) A, (sind,)m(e)

(b) Costas phase-locked loop

FIGURE 8.33
Two circuits for demodulating a suppressed carrier signal.
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a nonlinear circuit to regenerate a carrier or clock signal together with a phase-
locked loop to track the signal. A frequent application is the detection of binary
phase-shift keving (BPSK). If the data bit is a 1, then the signal is transmitted with a
phase of +90°; if the data bit is a 0, then the signal phase is —90°. Each pulse has
a T-s duration, and the pulses are T's apart. If an equal number of 15 and Os are trans-
mitted, the carrier is completely suppressed. The transmitted signal are can be rep-
resented as

() = m(¢) sin(ew;t + ;)

and the average value of the modulating signal m(z) is zero. The Fourier transform
of s(z) reveals that the spectrum is

1
S(f) = E[M(f—ff)+M(f+ff)]

This is the same spectrum as that of a double-sideband suppressed carrier (DSB-
SC} signal. To coherently demodulate the received signal, the carrier must be regen-
erated. Figure 8.33 illustrates two methods of demodulating the signal.

For constant 6; the signal at the output of the squaring loop circuit reduces to
the message signal m(¢), multiplied by a constant amplitude. Likewise, for constant
6; and 8, the signal at the output of the Costas phase-locked loop (see Fig. 8.33b)
is proportional to the message signal m(z).

Notice that for both circuits there exists a 180° phase ambiguity. For example,
suppose the transmitted signal is given by

5() = m(t) sinf(w;t + & + ) = —m () Sinleyt + 6;)

such that the outputs will be proportional to —m(t). This ambiguity can only be
resolved by the special encoding (for example, differential encoding) of the trans-
mitted message. The application of signal synchronization for quadrature phase-
shift keying (QPSK) detection is discussed in Chap. 12.

X 838
DIGITAL PHASE-LOCKED LOOPS

In many applications;including digital communications systems, the input signal is
digital and is best treated in the digital domain. Digital versions of the phase-locked
loop ha\;c some advantages over their analog counterparts. A simplified block dia-
gram Sfa digital PLL (DPLL.) is shown in Fig. 8.34. In addition to the phase detec-
tor, the loop consists of an accumulator and a digitally controlled oscillator. The dig-
ital phase detector is the same as those already described. The phase-detector output
is a constant amplitude pulse whose width is proportional to the phase error. The
digital phase-locked loop generates a digital representation of this error signal by
sampling the pulse-width modulated signal at a rate that is much faster than that of
the reference frequency. The digital accumulator is the digital equivalent of the ana-
log filter. It is usually realized with an adder, multipliers, and delay units. The digi-
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FIGURE 8.34

Block diagram of a digital phase-locked loop.

tally controlled oscillator outputs a pulse at a rate that is readily controlled by an
external signal.

Figure 8.35 illustrates a practical realization of a first-order DPLL. All compo-
nents except for the divide-by- N counter are realized in a single integrated circuit.
The data sheets for the Texas Instruments 7415297 digital phase-locked loop and
the 74L.5292/294 programmable frequency divider are given in Appendix 6. Digital
phase-locked loops do not contain a voltage-controlled oscillator, which is sensitive
to voltage and temperature changes. Digital integrated-circuit phase-locked loops
operate at higher frequencies than do their analog IC counterparts (32 MHz com-
pared with 10 MHz), and it is far easier to geoerate a linear voltage-versus-
frequency characteristic in a digitally controlled oscillator. Therefore, digital phase-
locked loops offer easier microprocessor control.

The first function of the K counter is to convert the phase detector output to a
counter value that is proportional to the phase error. It contains an up counter and a
down counter with carry and borrow outputs, respectively. The two input signals are
the high-frequency clock and the phase-detector output that controls whether the
clock is applied to the up counter or down counter. When the phase detector output
is low, it is applied to the up counter; otherwise, it is presented to the down counter.

The I/D counter is clocked at the rate 2N f,, where N is the modulus of the
divide-by- N counter, and outputs a signal at the rate Nf.. When a carry pulse from

MY,
— CA
. . K Counter
0. . ) — D/ BO
r - N
- | ¥ 1
dl:thxn 1/D counter
Y
+ N ‘ 2ANf,

04 counter | 9,

FIGURE 8.35

A first-order DPLL.
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FIGURE 8.36

P .
A DPLL used for frequency-shift
o DPLL keying (FSK) decoding.

D @ t——» Decoded data

the K counter occurs, one-half of a cycle is added to the I/D output, and a half-cycle
is removed on the occurrence of a K counter borrow pulse. The frequency of the
divide-by- N counter output is then f, when there is no phase error. The output of the
K counter can be interpreted as proportional to the phase error

_ Kd¢€Mfc
K

where M{. is the frequency at which the phase error is sampled, K in the phase
detector scale factor, and K is the modulus of the X counter, This method of imple-
mentation creates both count-up and borrow pulses, even when the phase error is
zero, but the numbers of count-up and borrow pulses will be equal. The higher the
divide-ratio K, the less often the borrow and carry pulses will occur. The length of
the K counter can be controlled externally and can be varied from divide by 2 to
divide by 2!7. A larger divide number corresponds to a narrower loop filter and thus
increases the time to acquire lock, but it reduces any ripple or jitter on the output.

Applications for this DPLL include motor-speed control, noise filtering, tone
recognition, frequency synthesis, frequency demodulation, and phase demodula-
tion. A method of FSK decoding is illustrated in Fig. 8.36. Here the input f; alter-
nates between the two frequencies f; and f,, and the loop center frequency is select-
ed so that f| < f. < f>. The D flip-flop serves as a simple frequency detector. It is
set if the D input is high at the moment the clock pulse goes low. The output will be
low if the D input is low when the leading edge of the clock pulse occurs. If the
input frequency is f;, a negative phase error is required to reduce the output fre-
quency from fp to f;. A negative phase error means that &, lags 8, so that the D
inpyt.of the flip-flop is not set. If £, occurs, the phase error will be positive (f; leads
fo), and the D flip-flop will be set.

K,

5 89
INTEGRATED-CIRCUIT PHASE-LOCKED LOOPS

In many applications it is desirable to have all the system components on a single
integrated circuit (IC). In most cases, integration of electrical components on silicon
can lead to reductions in the system’s size and power consumption and sometimes
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speed increases. Currently, application-specific integrated circuits (ASICs) are be-
coming commonplace due to these advantages and the increase in reliability that are
inherent in IC processes. However, many times it is impractical, and sometimes
impossible, to integrate all electrical components on a chip. For example, to increase
the flexibility of an IC, the manufacturer may require external components so that
the user can adjust the IC’s basic functionality for the specific application. Also,
since high-( inductors are currently not available on silicon, it is difficult to build a
stable, high-frequency oscillator and some of the more advanced filters without
requiring external components.

Due to the many applications of phase-locked loops, the demand for IC ver-
sions has increased. Progress in building high-frequency PLL ICs has been hindered
by the current inability to integrate a high-Q inductor for the VCO. In addition,
since the loop filter controls much of the PLL’s performance, it is desirable to let the
user implement this part of the loop based on the application’s bandwidth and settling-
time requirements.

ACMOSPLL

Figure 8.37 is the block diagram of the Motorola MC 14046B, a low-power,
CMOS-based PLL IC (this IC is also manufactured by Harris, National Semicon-
ductor, Phillips, and others). The features and operating parameters for this IC are
given in the data sheet in Appendix 7.

EXAMPLE 8.6. Using the MC 14046B (see Appendix 7);implement a frequency synthe-
sizer that synthesizes a 100-kHz signal from a 2.5-kHz reference frequency. Use atype I
low-pass filter so that the closed-loop system approximates a second-order Butterworth
filter (as in Example 8.2). Design the loop under the assumption that the duty cycle of the
reference frequency is 50 percent and that Vpp is a 9-V regulated power supply.

Solution. Since the reference frequency is at 50 percent duty cycle, we should use phase
comparator [ for the 2.5-kHz reference frequency input. From Appendix 7 the VCO
minimum and maximum frequencies are given by
1 1
= Foax = ———¢
Ry(C + 32 pF) R1(C + 32 pF)
The VCO.is designed to oscillate at 100 kHz. Suitable values for R;, R, and C are

10.8 k2, 10.8 k2, and 1 nF, respectively. With these values, Kyco is given by the
equation in Appendix 7 as

fmjn + fmin

27 AIVCO oy 61 5 108

d
Vop — 2V rad/v

Kvyeo =

and K, is given by Vpp/m = 2.9 V/rad. These values give

_ KycoKy

Ky =115 x 10°

To implement a Butterworth filter, £ = 0.707. From Eq. (8.8), we find that w, = 16.3 x
10° (2.6 kHz) and w,, = 23 x 10? (3.67 kHz). Now, by using filter A in Appendix 7
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Block diagram of thg Motbrola MC14046B including external connections and com-
ponents. ° .

»
r

and the equation e, = /K, /{R3C:), suitable values for R; and C; are 43.3 kHz and
1 nF, respectively. The complete circuit is shown in Fig. 8.38. The closed-loop transfer
function [Eq. (8.5)] is given by

O(s) 10.6 x 10°

0,(s)  sT+2.3 x 10¢s + 2.66 x 108

and the rise time [Eq. (8.14)] is approximately 0.13 ms. Note that the loop stability, tran-
sient performance, and noise suppression are not evaluated for this example. These top-
ics are introduced in the next chapter.
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Block diagram of Example 8.6 solution.

B 8.10
PROBLEMS

8.1 A first-order PLL is to be used to synthesize a 1-MHz signal from a 50-kHz reference
frequency. The phase-detector gain is 2 V/rad, the VCO sensitivity is 100 Hz/V, and the
free-running frrequency of the VCO is 1 MHz. Estimate the rise time of the system,
What will the rise time be if it is desired to realize an output frequency of 1.2 MHz?
How many different output frequencies can be realized if the VCO has a maximum fre-
quency deviation of +200 kHz?

8.2 (a) If the PLL of Prob. 8.1 is to synthesize an output frequency of 1 MHz, what would be
the required bandwidth of a first-order low-pass filter in order for the closed-loop sys-
tem transfer function 1o approximate that of a second-order Butterworth filter?

{b) What is the answer to part a if the output frequency is to be 1.2 MHz?

8.3 Design the filters determined in Prob. 8.2, assuming the phase detector has a charge
purnp output.

8.4 A PLL has a reference frequency of 25 MHz. Determine the harmenic with the maxi-

mum amplitude at the phase detector output for

{a} Anexclusive-OR phase detector. The input waveforms can be assumed to have a 50
percent duty cycle.
(b} A dual-D flip-flop phase detector.

8.5 Determine the condition between the phases of the two input signals for zero phase error
in the output of

{a} A mixing-type phase detector
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(b) A sampling phase detector

" (¢} An exclusive-OR phase detector
(d) An RS flip-flop phase detector
(e} A dual-D phase detector

8.6 Describe how to construct a motor-speed controller using a phase detector and oscilla-
tor. [Hint: A constant-field dc motor can be described by the transfer function

% __ K
V. s{tus+1)

where V; is the motor control voltage and 8, is the motor output angle in radians.]

8.7 Use a 74L.5297 integrated circuit {App. II) to realize a digital phase-locked loop with a
free-running frequency of 1 MHz. Determine the clock frequency (plus M and X as
well as the counter contents in order for the DPLL to discriminate between the two
input frequencies of 0.9 and 1.1 MHz.

8.8 For the system described in Prob. 8.7, show how the system response time will vary as
a function of the contents of the X register. From this result describe the number of
input signals required for detection.

8.9 Calculate the maximum output phase change possible in one reference period for a
second-order type 1 system that uses a digital phase detector with maximum output
voltage V.

8.10 Show that in second-order type 1 systems, which use a charge pump ocutput phase-
frequency detector, the maximum frequency change (tracking range) is given by
(Awmax = K,V
8.11 Derive the voltage transfer characteristic for the quad-D flip-flop for the case in which
fifa.
8.12 Determine the loop gain K; K, of the MC14046B phase-locked loop.

8.13 Design a low-pass filter for the MC14046B so that the filter bandwidth is 1 kHz using
phase comparator [ and no frequency offset (R, = 00).

8.14 Design a frequehcy demodulator using an MC14046B integrated-circuit phase-locked
loop. The catrier frequency is 100 kHz, and the frequency deviation is 2 kHz. Use
phase comparator I.

*8.15 Simulate a nonlinear PLL with a center frequency of 100 kHz, a VCO gain factor of 25
kHz/V, and a phase detector gain of 2 V/rad. Offset the phase detector by 10° at 50 u s
and the VCO by —10° at 150 u& s. Use an LPF with the following transfer function:

1
14+ 1.23E-5s

*8.16 Simulate a nonlinear and linear PLL with a center frequency of 10 kHz, a VCO gain
factor of 5000 Hz/V, and a phase detector gain of 2 V/rad. Offset the phase detector by
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30° and 60°, and compare the VCO input voltages. Use an LPF with the following

transfer function:
1
14+ 1.2E 3
BN 811
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Phase-Locked Loop Analysis

R 91
INTRODUCTION

In Chap. 8 it was demonstrated that the phase-locked loop is an exceptionally ver-
satile circuit with many applications. The system designer first selects the phase
detector and voltage-controtled oscillator and then determines the loop gain and
loop filter frequency response. These parameters determine both the loop’s transient
performance and the system’s noise performance. As mentioned in the last chapter,
there is an inverse relationship between rise time and bandwidth. The designer also
faces tradeoffs in establishing the system’s speed of response and its noise perfor-
mance. Finally, because it is a feedback loop, its loop stability must be ensured.

Loop performance is first analyzed in this chapter assuming a linear PLL
model, and then the transient analysis of some nonlinear PLL models containing a
digital phase detector will be determined. This latter analysis will allow an evalua-
tion of the results obtained from the less accurate linearized model.

o 9.2
STEADY-STATE ERROR ANALYSIS

Steady-state error analysis determines the final error in response to inputs, which
can he expressed as a time polynomial:

K
8,(t) = Z ant"
n=0

For phase-locked loops the two inputs of greatest interest are the step input in phase
6.(t) =4,
and the step input in frequency

Sr@® =1

354
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FIGURE 9.1
A linear PLL model.
or 8.(1) = fot

It is important to know what the steady-state error will be in response to these
inputs. This can be readily determined for the PLL linear model illustrated in
Fig. 9.1 and derived in Chap. 8.
The error signal 8., defined as 8, — €,/ N, can be expressed as
0 (s)
Oe(s) = ©.n
14+ K, F(s5)/(Ns)

where K, = K, K. If the systems are stable, the steady-state error for polynomial
inputs & (¢f) = ¢" can be obtained from the final-value theorem:

Ilim G.(t) = liI](l) 50.(s) _ (9.2)
. $%6.(s)N

=lim —— 3

> K,F(s) ©-3)

If 6,(+) is a step function representing a sudden increase in phase of ¢°,
0.(s) = ¢/s, and

s¢
li =l
Hm 8. () = lim K.FG)
then F(s) is either a constant or a low-pass filter that may include poles at the ori-
gin, That is,

9.4

. K
IimF(s) = — #0 9.5)
s—0 5
Therefore, for a step increase in phase, the steady-state error can be written as
. . s"+190
Jim 81y = lim - =0 0-6)

This equation shows that a stable phase-locked loop will track step changes in phase
with a zero steady-state error. If there is a constant amplitude change in the input
frequency (ramp) of A rad/s, 6,(s) = f,/5%, Eq. (9.4) becomes

N S
Hm 0:0) = lm S = K.F Q) ©D
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If F(0) = 1, the steady-state phase error will be inversely proportional to the loop
gain K,. Recall that the larger K, is, the larger the closed-loop bandwidth is, and
thus the faster the loop response. To increase the response speed and reduce the
tracking error, the loop gain should be as large as possible. If F(0) is finite, there
will be a finite steady-state phase error. The frequency error f,(f) = d/dt 8.(¢) will
be zero in the steady state. That is, the input and VCO frequencies will be propor-
tional (w,N = w,). (These conclusions are not correct for PLLs containing digital
phase detectors. The steady-state behavior of these systems will be discussed in the
section on large-signal behavior.)

If it is necessary to have zero phase error in response to step changes in the
input frequency, then lim,_,, F(s) must be infinite. That is, the dc gain of the low-
pass filter must be infinite. This can be realized by including in F(s) a pole at the ori-
gin. In this case F(s) will be of the form

a8fw+1

sfew, +1
and the system will be type II, since the open-loop system now has two poles at the
origin. However, the addition of the pole at the origin creates difficulties with the
loop stability, and in fact the system will be unstable unless a lead network (w,) is

also included in F(s). Loop stability will now be examined in detail in order to
determine how to design the stabilizing networks for adequate loop stability.

F(s)=s (9.8)

N 93
STABILITY ANALYSIS

Feedback systems whose open-loop transfer function has one pole at the origin are
known as type I systems. If the open-loop system has N poles at the origin, it is a
type N system. Most phase-locked loops are either type I or type II systems. The
PLL has an open-loop pole at the origin because of the VCQ, so the system is
at least type 1. A second pole at the origin is often added to the filter to reduce
steady-state errors and increase the noise suppression; the system is then type IL
The stability characteristics of type I and-type II systems will now be analyzed.
The methods can be extended to higher-type systems.

A linear model block diagram for the PLL is given in Fig. 9.1. The open-loop
gain (negative of the foop transmission) will be denoted as

P F
G(s) = K,,ﬁ
5
KK,K
where K, = d
N

where K, is the phase detector gain, K, is the VCO sensitivity, X is any additional
loop amplification, and N is the divide ratio. Also, X, is known as the velocity con-
stant, Stability requires that the closed-loop poles all be located in the left half of the
s plane (the real part of the poles is less than zero). Stability analysis and system
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design are best carried out by deducing the closed-loop characteristics from the
open-loop transfer function and loop gain. The application of Nyquist’s criterion
{(see Chap. 7) to a polar plot of the open-loop frequency response is the most gen-
eral method. All the PLL systems of practical significance are minimum-phase (no
open-loop poles or zeros in the right half-plane), so Nyquist’s stability criterion can
be simplified to studying the open-loop gain and phase characteristics near the unit-
gain {crossover) frequency.

The easiest way 1o analyze the loop stability is to plot the magnitude and phase
of the open-loop transfer function versus frequency. The phase margin is defined as

$s = 180° + arg G(jw,) 9.9)

where the open-loop crossover frequency ., is the frequency at which the open-
loop gain is unity. That is, the phase margin is equal to 180° plus the phase shift
of the open-loop transfer function (a negative number) at the open-loop crossover
frequency w,. The greater the phase margin, the more stable the system and the
more phase lag from parasitic effects can be tolerated. Additional phase lag in-
variably arises from neglected poles or from the time delay arising in the phase
detector.

EXAMPLE 9.1. Consider a phase-locked loop which has K, = 50 rad/s and which con-
tains a low-pass filter with a comer frequency of 100 rad/s. What is the phase margin?

Solution. 'The magnitude and phase of the open-loop transfer function are plotted in
Fig. 9.2. The system crossover frequency is approximately 50 rad/s. At this frequency
the phase shift of the open-loop transfer function is =112.5°, so the phase margin is
67.5°.

In this example the complete phase plot was presented, but once one is familiar
with phase plots, they no longer need to be included. Since these are minimum-
phase systems, the phase is uniquely determined by the magnitude characteristics.
One can simply calculate the phase shift after determining the open-loop crossover
frequency from the magnitude plot.

EXAMPLE 9.2, In Example 9.1, if the filter corner frequency had been 10 rad/s rather
than 100 rad/s, what would have been the, system phase margin?

Solution. To determine the phase margin, first plot the magnitude of the open-loop gain
and dete;‘ni_ine the crossover frequency. The straight-line approximation of the magni-
tude is plotted.in Fig. 9.3. And .- is found to be approximately 22 rad/s. Thus, the sys-
terp phase margin ts 180° — (90° + tan~'2.2) = 23.40°, which is too small for satisfac-
fory loop stability. This is in agreement with Bode’s rule, which states that if the
magnitude of the open-loop response crosses the 0-dB line with a slope of —12 dB per
octave, the system is unstable.' In this example, the straight-line approximation for the
gain decreases at —12 dB per octave, but the actual response crosses the 0-dB line with
a slope slightly more positive than —12 dB per octave, hence the small phase margin.

Although the most important design parameters concerning system frequency
response are the closed-loop bandwidth ) and the peak value Mp of the closed-
loop frequency response, no design techniques exist that allow one to easily speci-
fy @, and Mp for higher-order systems. However, it is relatively easy to design for
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FIGURE 9.2

Magnitude and phase response of the open-loop system discussed in Example 9.1.

specified open-loop parameters e, and ¢,. There are approximations which relate
w, and @y 0 wy, Mp, ¢, and thus to the system rise time and overshoot. Fortunate-
ly, the conditions under which these approximations are valid are satisfied by most
PLLs. , .

Since the ‘interprefation is different for type I and type II systems, they will be
discussed individually.'

FIGURE 9.3
Magnitude response of the system dis-
cussed in Example 9.2.

—6 dB per octave

|G|, aB




9.3 Stability Analysis 359

Type 1 Systems

Consider first the case in which F(s) is a first-order low-pass filter. For this case the
open-loop transfer functicn is

K,

— (9.10)
jo(jofop+1)

G(jo) =
where w,, is the filter bandwidth and the loop velocity constant K, is the product
of the phase detector gain K, the VCO gain K, any additional gain K, and 1/N;
that is,

K
K, = <K, K
N
If N is unity, the closed-loop transfer function is
2 ) —1
b (= %41 9.11)
8, w?!  w,
where 2 = Kywy (9.12)
1 (o 1/2
d ==-f{-= A
an {=5 ( Kv) (9.13)

By setting the magnitude of the 0pen~ioop transfer function (Eq. 9.10) to unity, the
open-loop unity-gain frequency is easily shown to be

[ [1+44(K,/0.)?1% — 1 }”2
W = @y,

7 (9.14)

Once e, is known, the phase margin

2421-1y1/2 _ 1/2
{1+102£57177) 1) 9.15)

Gy = 90° — tan™" Ze _g90° — tan“l( 2

Wy
can be calculated. This equation is plotted in Fig. 9.4. The parameters of the closed-
loop system that are most important are adequate stability (which is related to phase
margin), system bandwidth (which determines the speed of the transient response),
and system transient response (which is described by the rise time and overshoot).
The system bandwidth for a low-pass transfer function is defined as the frequency
at which the gain is equal to 0.707 times its dc value. The bandwidth of the system
represented by Eq. (9.11) is

wy = w,[1 — 202 4+ (2 — 422 + 4eHv2 2 (9.16)

For the underdamped second-order system given by Eq. (9.10) (¢ < 1), the peak
value of the time response to a unit step input can be shown to be

P, =1+exp [U:—Tg)uz] 9.17)
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_ FIGURE 9.4
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and the percent overshoot

P, = (P"l 1) 100 = (P, — 1)100
The overshoot is determined solely by ¢{. And P, as a function of ¢ is plotted in
Fig. 9.5. For zero damping the overshoot is 100 percent, and it decreases to zero
for a unity damping ratio,

For high-order systems, the overshoot and bandwidth are not as readily related
to the open-loop system parameters, but a good first approximation is that Eqs. (9.16)
and (9.17) hold true for higher-order type I systems. The damping ratio is defined in
terms of the phase margin by Eq. (9.15). It is relatively easy to design a system to
have a given phase margin, and the design can then be evaluated by using computer
simulation. If the simulation indicates that the overshoot is too high (or too low), then
the phase margin can be increased (or reduced), but the relations between phase mar-
gin, damping, and overshoot are amazingly accurate for higher-order type I systems.

FIGURE 9.5
Step response peak overshoot as a
R function of damping ratio for a
L= _ \(- P . type I second-order system.
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This implies that the response of many feedback systems can be described by a
second-order model. Also, the closed-loop bandwidth can be related to the open-loop
crossover frequency @c. (It is usually about 50 percent greater).

If a design is desired for a specified peak transient overshoot, Eq. (9.17) can be
used to determine the required damping, and then Eq. (9.15) can be used to deter-
mine the required phase margin.

EXAMPLE 9.3, Consider a type [ PLL with the open-loop transfer function
100
s(s/wy + 1)2

which corresponds to a PLL with a second-order filter for increased suppression of the
high-frequency components. What should w;, be so that the system has approximately
20 percent overshoot to a step input?

GGs) =

Solution. Although the relationships between overshoot, damping ratic, and phase mar-
gin have been derived for a second-order system, we will assume that they apply to the
third-order system. From Fig. 9.5 it is seen that 20 percent overshoot to step input cor-
responds to the damping ratio ¢ = (.5, and Fig. 9.4 shows that the damping ratio of 0.5
corresponds to a phase margin of 50°. For a phase margin of 50° the low-pass filter must
have a phase shift of —40° at the crossover frequency w,. Therefore, each filter pole can
contribute —20° at the crossover frequency. That is, tan~!{w,/w;) = 20°. Therefore,
w; must be significantly larger than @.. Using Eq. (9.14) with K, = 100 rad/s and
@ = 258 rad/s, the crossover frequency is approximately 94 rad/s. The open-loop gain
and phase plots are given in Fig. 9.6. It is seen that the crossover frequency is 15 Hz,
and the phase margin is 50°. When the closed-loop step_response of the system is sim-
ulated, the peak overshoot is found to be 14 percent. The use of the second-order
approximations gives a fairly good estimate of the third-order characteristics. Also, we
know that the overshoot can be increased by decreasing the phase margin. In fact, in this
case selecting w; = 233 rad/s corresponding to phase margin of 43.5° gives an over-
shoot of 20 percent. The step response is plotted in Fig. 9.7. The rise time (10 to 90 per-
cent) is approximately 13 ms.

Pole-Zero Filter .

A zero can be added tp the loop filter, resulting in the transfer function

‘ F(s) = 145/,
P 145 / wp
The addition of the zero increases the ability to shape the loop’s frequency response,
but it decreases the amount of reference-frequency filtering. If @, > w,, then the
open-loop frequency is as shown in Fig. 9.8. In this case F(s) is used to reduce w,
and the closed-loop bandwidth. For good loop stability, the frequency of the zero fil-
ter w, should be less than the open-loop crossover frequency.

If w, > w,, then the open-loop frequency response is as shown in Fig. 9.9. In
this case the addition of the filter zero is used to increase the loop bandwidth. It
also increases any high-frequency noise which may be present. However, since

(9.18)
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Open-loop magnitude and phase response of the system"discussed in Example 9.3.
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FIGURE 9.7
Step response of the system discussed in Example 9.3.
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FIGURE 9.8
Magnitude response of a type [ system
with a pole-zero filter with w, > w,.

|G|, dB

F(s) is assumed to have a dc gain of unity, it can only be realized using active com-
ponents.

In the preceding example, the loop gain K, was fixed, and it was necessary
to select the loop filter bandwidth to achieve the desired transient performance.
Often the filter bandwidth selection is based on the required suppression of the
phase detector spurious (the reference frequency and its harmonics). The design
procedure is the same in this case, only now the loop gain is chosen to give the
desired phase margin.

Control of Loop Bandwidth -

In some instances it is also necessary to specify the loop bandwidth. To control both
the ioop damping and bandwidth, an amplifier can be added in series with the low-
pass filter. If the filter is implemented using active components, the additional gain
can be obtained without any additional components.

EXAMPLE 9.4. Consider again Example 9.3, with the additional specification that the
rise time in response to a unit step input be less than 1.3 ms.

FIGURE 9.9
The pole of the pole-zero filter is
larger than the zero frequency.

|G|, dB
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Solution. Since the overshoot is to be 20 percent, the phase margin must still be approx-
imately 45°, To design for the rise time specification, it often suffices to use the approx-
imation

22
= o

t, 9.19)
which is exact only for first-order systems, but provides a good design guideline for
higher-order systems. Thus, wj, should be greater than 2.2/¢, = 1.69 x 10° rad/s.

There are several approximations for estimating the closed-loop bandwidth from
the open-loop frequency response. The simplest approximation is to assume the closed-
loop bandwidth is the same as the open-loop crossover frequency. This is exact for first-
order type I systems. A more accurate approximation for higher-order systems is usual-
ly obtained by using Eq. (9.16). In this example, assuming that { = 0.45,

wy = 127 x 10* = (K1)
Since the phase margin is to be the same as in the previous example, it is reasonable to
assume that the ratio K,/w; remains constant. The filter frequency must also be
increased to maintain the same phase margin. In this case, X, = 0.83 x 10° rad/s.

For this value of K,, the closed-loop bandwidth is 1250 rad/s and the rise time is
1.6 ms, For this example, increasing K, to 1000 and e, to 2330 rad/s meets the speci-
fications. ‘ _

A plot of the step response is shown in Fig. 9.10. The peak overshoot is 20 percent,
and the rise time is 1.3 ms. The two specifications are now met. In general, two
adjustable parameters, such as loop gain and filter bandwidth, are needed to indepen-
dently specify overshoot and rise time.

Aplot of the magnitude of the closed-loop frequency response is given in Fig. 9.11.
The actual closed-loop bandwidth is 1500 rad/s. This example illustrates that the
approximations can work well for higher-order systems.

The use of the phase margin specification provides an easy method for meet-
ing the system design specifications. Third-order and higher systems normally

¥
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FIGURE 9.10
Step response of the system discussed in Example 9.4.




9.3 Stability Analysis 365
[ ¥al
L2

1.0

0.8~

0.6

04—

0.2

0 l | > f Hz
1 10 100 1000 I

FIGURE 9,11

Closed-loop frequency response of the system discussed in

Example 9.4.

cannot be solved analytically. For these systems, designing to meet a specified
phase margin allows one to make a very good first approximation. Closer spec-
ifications, if necessary, are then achieved with computer simulation. A similar
approach can be used for type II systems, but a different set of approximations is
needed.

Type Il Systems

The previous steady-state error analysis showed that for zero steady-state phase
error in response to step changes in the input frequency, the low-pass filter F{s)
must contain a pole at the origin. The open-loop system will then have two poles at
the origin. This is referred to as a fype Il feedback system. Type 1l systems are inher-
ently unstable unless a phase lead network is added inside the loop. If F{(s) is sim-
ply 1/s, then the opencloop transfer function is

X o Gy = Xe (9.20)

- S2

which, as shown in Fig. 9.12, crosses the 0-dB axis with a slope of —12 dB per
octave, and the phase margin is 0°. The 0-dB point is the frequency at which

K,
ek
or w, = K)? 9.21)

The loop gain K, has dimensions expressed in radians per second squared.
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FIGURE 9.12
Magnitude response of a type II
-~ 12 dB per octave second-order system.

w(—'\ w

Bode developed a rule of thumb for interpreting the system stability from a plot
of the magnitude of the open-loop frequency response.' Specifically, if the open-
loop frequency response crosses the 0-dB line with a slope of —6 dB per octave, the
system is stable. If the slope is —12 dB per octave or even more negative, the sys-
tem is unstable.

In order to stabilize this system, a network must be added that alters the gain
so that it crosses the 0-dB line with a slope of —6 dB per octave. Such a network
is referred to as a lead network, since it has a positive or leading phase shift. Fig-
ure 9.13 illustrates the gain modified with the simplest lead compensation that can
be used. Here a zero at , has been added to the open-loop transfer function. The
composite low-pass filter transfer function is

sfw, +1
8

|G|, dB

Fsy= (9.22)
The zero location w, is selected to give the desired phase margin. The smaller e, is,
the greater will be the phase margin and the greater will be the crossover frequency
w,. Note that this system is also a second-order control system.

Figure 9.14 illustrates an easy method for realizing the filter pole and zero for
the case in which the phase detector output is a charge pump. The VCO control
voltage is

. RsC+1
V.(s) = [(s)——— (9.23)
sC
, - ' FIGURE 9.13
Magnitude response of a type II second-
-12 order system including a lead network.
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. 10 VCO FIGURE 9.14

Ve
A lead network used with a charge pump.
R
1

The capacitor realizes the additional pole at the origin, and the addition of the resis-
tor R realizes the zero at

w, = (RC)™! (9.24)

Note that without the resistor the system would be unstable.

If the phase detector output can be modeled as a voltage source (low output
impedance), then the circuit illustrated in Fig. 9.15 can be used to realize the desired
transfer function. In this case,

RQSC +1
V.(8) = Vp(§)———— 2
(s) = Vp(s) (R, + R)sC (9.25)
The open-loop transfer function is

_ Ko(sjw, + 1)

G pe -
and the closed-loop transfer function is
G(s) sfla, + 1
14+G(s)  s2/K,+s/w,+1 (9.26)

The new transfer function is not as easily analyzed as is Eq. (9.11) because of the
presence of the zero at w,. The design of type II systems is most easily carried out

FIGURE 9.15

c
F‘:lH’VW— An active lead network to be

used with a voltage source,

- V. 10 VCO

|||—
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using Bode design techniques; note that if @, = w,, which requires that w, = K%,
the calculated phase margin (using the straight-line approximation) is 45°. The
phase margin will be greater than this since the actual crossover frequency will be
increased by the addition of the zero at w,. The following example illustrates the
application of Bode design techniques for the design of type II systems.

EXAMPLE 9.5. Fora PLL with a K, of 1000 (rad/s)’, design a low-pass filter such that
the system will have zero steady-state phase error in response to constant-frequency
inputs, less than the 20 percent overshoot to step changes in the input phase, and a rise
time of less than 1 ms.

Solution. The solution calls for a type II system; the simplest open-loop transfer will be
of the form

G(s) = Ka(s/a;z +1)
5

Since all stable type I systems meet the steady-state error specification, the only prob-
lem is to select @, to meet the overshoot and rise-time specifications. If ew, is made
much less than K, the phase margin will approach 90° and the open-loop crossover
frequency will be that of a first-order system. The open-loop crossover frequency will
then be approximately K,/w,, and the system will behave as a first-order system meet-
ing the overshoot specification, since there will be no overshoot. However, there is
much less reference filtering.

If the characteristics of a second-order system are to be maintained, it will be nec-
essary that o, = (K4K,)'? = K12 Note, however, that w, ~ KJ/* = 100012 in this
case, so the crossover frequency is too low to meet the rise-time specification
(t, ~ 2.2/1000'/2 5. Therefore, additional gain will be required in the loop. For the first
estimate the open-loop gain X, will be selected so that the open-loop crossover fre-
quency w, = 2.2 x 10 This crossover frequency should result in the system’s meeting

1 i 1 L1 14l I 1 3 1 L+ 4 41 l 1 L
10l 102 103
f,Hz

FIGURE 9.16
Closed-loop frequency response of a type II system with 54°
phase margin (Example 9.5},
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FIGURE 9.17
B by = 54° Step response of a type II system with
54° phase margin (Example 9.5).
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the rise-time specification. And K, must equal (2.2 x 10°)2. The filter zero w, will also
be set equal to «,, since this will give a phase margin greater than 45° and will actually
increase the crossover frequency above that estimated using the straight-line approx-
imation. The actual crossover frequency turns out to be close to 3 x 10? rad/s, and the
phase margin is 54°. The magnitude of the closed-loop frequency response, plotted in
Fig. 9.16, has a peak value of M, = 3.5 dB. The system step response, plotted in
Fig. 9.17, has a rise time of approximately 0.5 x 10~ s and a 30 percent overshoot.

Because the overshoot is far greater than would have been predicted from the
phase margin, this indicates that the required phase margin predicted from the analy-
sis of type I systems is not always a good predictor of step response in type II systems.
Nevertheless, system performance can readily be improved by increasing the phase
margin. In this system the phase margin can be increased by increasing K, or decreas-
ing e, both of which will increase the crossover frequency .. For this example w,
was first reduced to 1.665 x 10° rad/s, and the overshoot was found to be (using com-
puter simulation) 24 percent. For the next trial @, was reduced to 1.25 x 10° rad/s
(the open-loop crossover frequency increased to 2.8 x 10° rad/s); the phase margin
was approximately 70°. The step response, plotted in Fig. 9.18, has a peak overshoot
of 17 percent, and the frequency response, plotted in Fig. 9.19, has an M, of 1.6 dB.
The rise time is approximately .45 x 10~? s. Since this is less than one-half of the
specified rise time, the loop bandwidth could be reduced by 50 percent and still meet
the transient response specifications. This can easily be accomplished by reducing
both w, and the square root of K, by 50 percent. The closed-loop frequency
tesponse and the step response are plotted in Figs. 9.20 and 9.21 for the case in
which @, = 0.625 x 10° and K, = 1.21 x 10°, The closed-loop bandwidth has been
reduced to 350 Hz, the step response rise time is 0.85 x 10~ s, and the overshoot is
17 percent.

.~

The preced'-in'g example illustrates that the relationships derived for type I sys-

tems between phase margin, damping ratio, and overshoot are not accurate for the
L

ao
1.3
1.0

0.5

FIGURE 9.18
Step response of a type II system with 70°
bp = H0° phase margin.
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FIGURE 9.19
Closed-loop frequency response of a type II system with
70° phase margin.

type II systems under discussion. Therefore, type II systems will now be analyzed
and appropriate design approximations derived. For the open-loop system

K.(s/w, +1)

-

G(s) =

52
The error signal transfer function is
6,.(s) 8, (s)s?

2] = = 9.27
e (s) 14+ K,G(s) 2+ K,(s/w,+1) 627
5_
0 1 L ||||||I T ‘||| L llIlIIII 1 lIIIlII[
100 ©o0! 102 103 104 f Hz
=5 )
% .
- ".g —10
(]
— 15
—201—
-—25,—
FIGURE 9.20

Closed-loop frequency response of a type II system that has a smaller
bandwidth than the system of Fig. 9.19.
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FIGURE 9.21

Frequency step response of
system discussed in
Example 9.5 (smallest-
bandwidth case).

[ 0.001 0.002
t, s

and the error in response to a unit step input is

Be(s) (9.28)

5
T 82+ Ka(s/o, + 1)

The corresponding time domain response is

8.(t) = e—f“’n‘[cos wa(1 — V% — I_L;Z sinw, (1 — ;2)"%] (9.29)

-

where =K, (9.30)
and 2w, = —=
wz
K1/2
or = 2“ (9.31)
w;

The peak overshoot can be determined by calculating the minimum error signal
since for a step input

0(1) =1 —6.(1)

The peak output signal is found by first finding the time at which the error signal is at
a minimum; this is determined by setting the first derivative equal to zero, That is,

Efj:e = _ga),,e'f“’“’[cos w, (1 — "2 I : 7 sin e, (1 — gz)l/zt:l
— (1 — )Pt sinw, (1 — %)% 9.32)
— U_—iﬂ)]ﬁwﬂe-?%‘ cosw,(1 — ¢t =0
The time £, at which the minimum error occurs is found to be
t, = o (1 = D)V tan ! xA—gH'" (9.33)

20— 1
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FIGURE 9.22
u Percent overshoot of the step
1ok \ response of a type II second-order
\ system.
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If we define

‘ a2 =-gH)”
f = on(l = £ty = an™! =2

then the corresponding peak value of the output is

P, =1+ exp —'ﬁtp [cost — (——m%m sint ] (9.34)

The peak overshoot P, as a function of ¢(K!/2/w, = 2¢) is plotted in Fig. 9.22.
The open-loop crossover frequency of this type IT system can be found by solving

K;(jo/w, +1)
— | =1
[}

It is readily shown that
— K§/2[2§.2 1 (4;4 + 1)1/2]1/2 (935)

The normalized open-loop crossover frequency w./K,/*as a function of ¢ is plotted
in Fig. 9.23. Figure 9.23 shows that increasing ¢ (by either increasing K, or decreas-
ing @,) increases the open-loop crossover frequency, and hence the closed-loop
bandw1dth B The closed-loop bandwidth can be determined analytically by solving
|K(jofo, + D/ 1

1+ Ka(joo/o, + D/~ 2
It is found that the closed-loop bandwidth is
B=K 14202+ @442 +4H2 radss (9.36)

The normalized closed-loop bandwidth B/K!/? as a function of ¢{ is plotted in Fig,
9.24.

The type IT systems under discussion have two variables, the open-loop gain con-
stant and @, the filter zero location. These two variables can be used to determine

.
r
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S5 ’ FIGURE 9.23
Normalized crossover frequency
» w. /K of a type I second-order
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the system bandwidth and transient response to a step input. The procedure is illus-
trated by the following design example.

EXAMPLE %.6. Atype II system is to be designed to have 20 percent overshoot to a unit
step input of phase and a closed-loop bandwidth of 10° rad/s.

Solution. From Fig. 9.22 we see that 20 percent overshoot (£, = 1.2) corresponds to
¢ = 0.8. For this vatue of ¢, Fig. 9.24 indicates that the closed-loop bandwidth is

B=K!?(218)

3.0 FIGURE 9.24
Normalized closed-loop bandwidth
B/K. 2ofa type II second-order
2.5 system as a function of the closed-
: . e loop damping ratio.
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. 103 2
‘80 K, = (Z——fg) =0.21 x 10° {rad/s)®
Therefore,
w, = 459 rad/s
and o, = 2% _ 287 rad/s

2
If this system is to be realized using the phase-locked loop filter illustrated in Fig. 9.14,

the loop gain 1/(CK,) = K, must be 0.21 x 10°; or if the gain is less, additional ampli-
fication will be required. The resistor R is selected so that

(RCY™" = 287 rad/s

Type 11 Third-Order Systems

Type I1 third-order systems cannot be solved analytically as easily as the type II
second-order systems, but the results obtained for second-order systems can be used
as approximations in the design of third-order systems. The simplest open-loop
transfer function of a type II third-order system is of the form

_ K(s/w + 1)
G(S) - Sz(S/ﬂ')P + 1)

The additional pole at @, may be inherent in one of the transfer functions, or
it may be added to the loop filter to increase the high-frequency filtering. A third-
order type 1T system will have a high-frequency attenuation rate of 12 dB per
octave, while a second-order type II system will roll off at —6 dB per octave. The
third-order type II system is most easily analyzed by studying the phase charac-
teristics of

) jolo, +1
G = 9.37
F(jw) wja, +1 (9.37)
Since arg G(jw) = —m + arg Gp(jw)

The system-will be unstable if w, < w,. Therefore, this case does not need to be
considered. If w, < @,, then the phase margin is

-
P

ou = arg Gr(jwy) = tan~' 2 _tan~! 2= (9.38)
W, ®p
A plot of arg G r(jw) for various values of o = w,/w; is contained in Fig. 9.25.
The frequency at which the peak value of arg Gg(jw) occurs can be found by
setting the derivative d/dw arg G r(jw) equal to 0. It is readily shown that the fre-
quency w at which the arg Gp(jw) is a maximum is

o = (wyw,)'? (9.39)
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& lead

FIGURE 9.25
Lead network phase shift as a function of frequency for selected lead ratios .

If this form of transfer function is to be used as the stabilizing filter, then selecting
the crossover frequency equal to

W = (wzw,p)l/2 B (9.40)

will result in the maximum phase margin. If . # (w,w,)"/?, then a larger lead
ratio o will be required to obtain the same phase margin. A plot of the maximum
phase lead available from G r(jw») as a function of « is plotted in Fig. 9.26. Once
the designer knows the necessary phase margin, the necessary lead ratio can be

30— FIGURE 9.26
f E Phase lead available as a function
" of lead ratio .
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obtained from that figure. The required phase margin can be estimated by again

considering the characteristics of the type Il second-order system. Equation (9.35)

gives the open-loop crossover frequency of this system as a function of K, and ¢
(or w,). For the second-order type II system, the phase margin is

@,

¢y =tan” —

o

Substituting w, from Bq. {9.35), we obtain

1/2
Pu = tan“{%[zcz + (4t + 1)‘”]‘”]

(9.41)
= tan™ {20207 + (4% + 111

The corresponding phase margin as a function of ¢ is plotted in Fig. 9.27. The per-
cent overshoot as a function of phase margin is plotted in Fig. 8.28. The use of these
curves in the design of a type II third-order system is illustrated in the following
example.

EXAMPLE 9.7. Consider again the type II system of the previous example.
K, = 0.21 x 10%(rad/s)?

Determine a lead-lag network so that the closed-loop system has approximately the
same overshoot to step changes in phase.

Solution, Figure 9.28 indicates that for a type II seeond-order system, the phase mar-
gin must be at least 70° for the overshoot to be 20 percent or less. If we assume that the
same phase margin will be required for the type II third-order system, then we can deter-
mine the minimum lead ratio required from Fig. 9.26. This figure indicates that a lead
ratio of 28 is required for a phase margin of 70°. The remaining design problem is to
determine w,, which is to be placed so that Eq. (9.39) is satisfied. At w, the magnitude

100— FIGURE 9.27
B Phase margin of a type II second-
order system as a function of damp-
~ 4 ing ratio.
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Overshoot, %

% — : FIGURE 9.28
o N\ Percent overshoot in response to a step
\ input as a function of phase margin for
B \\ a type II second-order system.
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of the lead network response is (in decibels)

. lJeocfw, + 1] @ fw? +1
20 log Gr(jw,) =20 log ———emm— = 10 log —5—F—— 9242
gCr(jor) & ooy T 11 ¢ +1 O
and since w? = aw?,
, a+1 12
20 log Gr(jew) = 10 log —; 7 20 log & (9.43)
a 41

That is, the magnitude of the gain of the lead-lag network is equal to '/? at the cross-
over frequency, provided Eq. (9.40) is satisfied. In this example, with a equal to
28, Gr(jw,) increases the gain by

20 log28'/? = 14.5dB

at w,, so we must determine where the uncompensated frequency response is —14.5dB.
That is,

K
20 log — = —14.5dB
42}

which occurs at .
w, = 284K = 1.06 x 10° rad/s

The 28:1 lead ratio'will increase the crossover frequency by a factor of 2.3. The zero is
placed at '

L
- w

w,; = W = 200 rad/s

and the pole at
@p = 28 w, = 5600 rad/s

The frequency response of the systems described in the preceding two examples is
compared in Fig. 9.29. The third-order system has a wider bandwidth, and for frequen-
cies above 10% Hz it also has greater attenuation. This attenuation could be desirable
for the additional filtering of input noise that is created in the phase detector. The band-
width of the third-order loop could be reduced by reducing K, (plus @, and w,}. The
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dB
10—
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10 (i

FIGURE 9.29
Frequency response of second- and third-order type II systems.

transient responses of the two systems are shown in Fig. 9.30. The third-order system
has a shorter rise time, as expected, since it has the greater bandwidth. Note that its
overshoot is 13 percent, significantly below the specified 20 percent maximum. The
overshoot could be increased, if desired, by reducing the phase margin either by reduc-
ing the lead ratio or simply by increasing ¢, -

1.3[

1.2 2d order

1.1
3d order

Lo
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osf Jf . .
0.5 o
0.47
0.3
02|
0.1

T

FIGURE 9.30
Step response of second- and third-order type II systems.
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S0 Time-delay Tt = T)=eyn) FIGURE 9.31
network A time-delay network.

The analysis of type II systems selected the filter bandwidth after the loop gain
has been determined. Often the filter frequency response is first determined based
on other considerations, particularly suppression of the high-frequency components
of the phase detector output. If the filter is specified, then the loop gain is selected
so that the desired phase margin is obtained.

Loops Including a Time Delay

Many phase-locked loops include a time delay, which can seriously degrade loop
stability. Time delays, for example, can occur in sampling phase detectors and dig-
ital dividers. Figure 9.31 illustrates a time-delay network in block diagram form.
For an input f(¢) to a time-delay network, the output is

e(t) = f@ —T) (9.44)
Therefore,

E,(s) = f ” ft —Tye " dt
0

= F(s)e™T
That is, the transfer function of a time-delay network is
ES) _ -t
F(s)
The delay network is shown is block diagram form in Fig. 9.32.
The magnitude of the frequency response of a time-delay network is |e /%7 | =

1, so the time delay does not affect the magnitude of the frequency response. How-
ever, the phase shift

(9.45)

arg e/*7 — —oT
is a linearly decreasing function of frequency. The effect that a time delay can have
on stability is illustrated by the following examples.

EX¥AMPLE 9.8. A simple linear model of a PLL consisting of a VCO and phase detec-
tor (modeled as a time delay) is illustrated in Fig. 9.33. The problem is to determine for
what value of delay T the loop will become unstable.

Solution. Since the open-loop transfer function is

e—Ts K,_-,

G(s) =

Fs) - Ey» FIGURE 9.32
e Block diagram of a time-delay network.




380 CHAPTER 9: Phase-Locked Loop Analysis

+ - Py FIGURE 9.33
2 e T Linear model of a type I PLL

including a time delay.

the crossover frequency is found from

e~ jol Ka
TR
Jjw
or K, =
The phase shift at the crossover frequency is
i
¢ = 5~ w. T
and the system will be marginally stable if
4 i
T== T =
wel=7 & 2K,

For smaller values of T, the system will be stable, and for larger values of T it will be
unstable.

In the preceding example the system would have been stable for all values of
gain if it had not been for the phase lag due to the time delay. In more complex sys-
tems, it is usnally not possible to arrive analytically at a relationship between loop
gain and time delay T, but the effect of the time delay on phase margin is readily
determined. This is illustrated by the following example.

EXAMPLE 9.9. Consider the phase-locked loop system with the open-loop transfer
function
1000
s{p/1192 4+ 1)
This system is found to have a phase margin of 50° and a crossover frequency of

approximately 100 rad/s. What time delay can the phase detector introduce and still
have a phiase margin of 40°?

G(s) =

Splution. Since the phase margin without time delay is 50°, a 10° phase lag can be
introduced by the time delay at the crossover frequency. That is,

¢r = —w, T < —0.174 rad (10°}
0.174

W,

So T < =0.174 x 1073

In a well-designed system with adequate phase margin, an additional phase lag
of 0.1 rad can usually be tolerated. In such a system, any time delay T introduced
will not be a significant factor, provided 7 < 0.1/w,.
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N FIGURE 9.34
g Zero-order 9, APLL including a sam-
—-  Sampler > gz:: -1 VCo pling phase detector.

Loops Containing a Sample-and-Hold Phase Detector

Consider the phase-locked loop shown in Fig. 9.34, which contains a sampling
phase detector and zero-order data hold. It was shown in Chap. 8 that this PLL can
be replaced by the linear model shown in Fig. 8.22.

The open-loop transfer function is

K,e /T2 sin (T /2)
o T2

This system appears to be a type II system since there are two poles at the ori-
gin, but since

G(jw) = (9.46)

sin{wT/2)
im —————
w0 wT / 2
there is also a zero at the origin. Hence the system is type 1. At the crossover fre-
quency ., the open-loop phase shift is

— 1

-

6= T T
22
and the phase margin is
T w. T
¢M—7[+¢—5_ >

Since the magnitude of the open-loop gain at the crossover frequency is unity,
T sin(wT/2)
27" (@ T/
T T T/2)2
. o 7%= SrotD
, el 9.47)
_ (7/2 — pu)
7 sin (/2 — ¢u)
This equation describes the relation between phase margin ¢y, sampling period 7,
and loop gain K, for a PLL composed of an ideal sampling phase detector, zero-
order data hold, and VCO. The plot of (T/2)K, as a function of ¢, given in
Fig. 9.35 shows that for each value of ¢, there is a single value of (7/2)K,. For a
(T/2)K, of (;/2)?, the phase margin is 0°. As K, is decreased, the phase margin
increases and reaches 90° for K, = 0.
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FIGURE 9.35
Phase margin as a function of sam-
pling rate for a second-order PLL
L w2 using a sampling phase detector.
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The effect on loop performance of changes in the other system variable (the
sampling rate T) can be determined in the same manner. Since at the crossover fre-
quency ., the magnitude of the open-loop gain is unity,

Z sin(w. T/2) _
2" (T2

If K, T remains constant and the sampling rate T is changed, . must change such
that w,T is constant. That is, if the sampling rate is decreased (T increases), and X,
decreases so that TK, remains constant, the crossover frequency must decrease so
that w.T remains constant.

EXAMPLE ¢9.10. Calculate the value of K, required for a 45° phase margin in a PLL whose
open-loop transfer function is given by Eq. (9.46). -

Solution. In order to have a 45° phase margin, the phase lag of the sample-and-hold detec-
tor must be 45° at the crossover frequency. Therefore, @, T/2 = m /4 and the crossover fre-
quency must be @, = /(2T). Since the magnitude of the open-loop gain is unity at the
crossover frequency, K, is determined from

T  sin(n/4) _

25 Gy =
(422

or K, T

An important oharacteristic of the sample-and-hold phase detector is the time
delay, which is equal to one-half of the reference period. The effect on the magni-
tude of the frequency response can usually be ignored, but the time delay can sig-
nificantly affect the loop stability.

B 94
PLL TRANSIENT PERFORMANCE

Since the PLL is a nonlinear device over much of its operating range, the complete
performance of the loop depends especially on the type of phase comparator used in




9.4 PLL Transient Performance 383

the system. Nevertheless, an approximate analysis of the system performance pro-
vides insight for formulating generalized design guidelines. Before we consider the
dynamic performance of the loop, it is instructive to consider the range of input fre-
quencies over which the loop can remain locked. First consider a type I loop with a
sinusoidal phase detector. If the PLL is in lock, small changes in the input fre-
quency will cause a change in the phase detector output voltage in the direction
that drives the error signal back toward zero. The change in frequency will be the
forward loop gain times the error voltage, or

Af = K4 K, cos B,

where 6, is the phase error. This equation assumes that the signals are changing so
slowly that there is no attenuation in the low-pass filter. Since cosé. < 1,

Af < K4K, = K,

That is, the maximum change in frequency for which a type I loop can remain
locked, referred to as the lock range or rracking range, is less than or equal to the
forward loop gain. Lock range refers to how far the input frequency can change
{slowly) without the loop’s losing frequency lock. The same analysis holds for
digital phase detectors, except that K is replaced by the detector output voltage
in the expression for K,. Caprure range refers (o how close the input frequency
must come to the free-running frequency of the VCO before lockup can occur.
When the frequency error is other than zero, the PD output voltage is attenuated
by the low-pass filter before it reaches the VCO. The capture range is thus less
than the lock range. The actual value depends on the type of low-pass filter used.
A general expression for loop capture range is not available, as the system is highly
nonlinear.

For type I1 loops, K, is theoretically equal to infinity. The de value of the phase
detector output is integrated over time and, if saturation does not occur, can become
arbitrarily large. The tracking range of type II loops is limited by the dynamic range
of the voltage-controlled oscillator. The loop capture range cannot exceed the fre-
quency range of the VCO.

Transient Analysis of the Linearized PLL

In studying thé transient response of phase-locked loops, one must consider the lin-
ear (small-signal) and nonlinear (large-signal) operation of the loop. We will con-
sider both the linear and nonlinear responses of type I and type II PLLs. For the lin-
ear model, the error signal 6c(s) is obtained from Eq. (9.1), and the output signal is

6,(s) O (YK, K4 F(s)/s
o\S) =

L+ (K, K;F(s)/s]N
In the following analysis it is assumed that the initial phase error is zero and

that it remains sufficiently small that the loop operation remains linear. Also N will
be assumed equal to 1 to simplify the notation.

(9.48)
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Type I Systems: Phase Step Response

If at ¢+ = 0 the input phase is suddenly changed by an amount ¢[6.(s) = ¢/s], the
error signal is

¢
s{1 + K,/[sF ()]}

b (s) =

If no low-pass filter is used in the loop [F(s) = 1], then

¢

Be(s) = s+ K,

and 8.(t) = pe 5! (9.49)

The error voltage decays exponentially toward zero with increasing time.
The larger the loop gain, the faster the loop responds to the change in phase. If
F(s) is a simple low-pass filter, then F(s) = (zs + 1)"!, and the error voltage
will be

s+ 1) ¢ (s + 2L wy)
6c(s) = =
s(zs+ 1D+ K, 2+ 20w.s + @
where Uw, =171
and @ =

n

T

For ¢ > 1 the response is overdamped, and the system has two real poles on the
negative axis. For ¢ < 1, the case of greatest interest is

3

B () = pe ! [cos ol =Y+ T

sin w,(1 — ;2)'/2:] (9.50)

The plots of this equation for various values of { and constant w, are given in
Fig. 9.36. The maximum error voltage 0 (¢)ma = ¢ occurs at ¢ = 0. Thus if the ini-
tial step inpuit changé ¢ is small enough for the small-angle approximation to be
valid, the complete transient analysis is valid. From Eq. (9.50) and Fig. 9.36 it is
seen that the larger {w, = (27)~! is, the faster the error voltage settles to zero. The
wider the bandwidth of the low-pass filter, the faster the response of the loop. The

smaller the damping ratio
1/ 2\
‘=2 (F)

the larger will be the step-response overshoot. The overshoot is readily determined
by using Eq. (9.17).
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Type I Systems: Frequency Step Response

If at ¢ =0 the input frequency is suddenly changed by amount Aw[6(s) =
Aw/s*], the error signal is

Aw
%) = S+ K, Fo)/s] ©31)
If F(s) =1 (no filter),
buls) = —=2
s(s + K,)
and 6.(5) = ‘i‘(‘”(l e (9.52)

v

If a simple low-pass filter [F(s) = (ts + 1)7!] is used in the loop, the phase
error wilt be

Aa)

-é‘w,.!

[ 2)1/2 sinw, (1 — £%)'21 — 2¢ cos w, (1 — ;2)”’*:] (9.53)

172
where = ( ) and w, = (K, )"

The error signal in response to a unit ramp input is plotted in Fig. 9.37 for { =
0.3,0.5, 0.7, and 0.9 with a constant K, and in Fig. 9.38 with 2 constant «,. In

8.5}

i | |
0.1 0.2 0.3

wyl

FIGURE 9.37
Error signal in response to a step input change in frequency for a type I second-order PLL,
given for selected damping ratios; K, is constant.
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FIGURE 9.38
Error signal in response to a step input change in frequency for a type I second-order
PLL, given for selected damping ratios; w, is constant.

Fig.9.37 the damping ratio is varied by changing the filter bandwidth, and in Fig.
9.38 the product 2K, is kept constant. An example of the input and output wave-
forms is given in Fig. 9.39. For the error expression given by Eq. (9.51), the steady-
state error is

— = z—gAco
K, Wy,
provided the limit exists. Therefore, the larger the loop gain K, the smaller the
steady-state error; but this implies a smaller damping ¢ and hence more overshoot.
If the steady-state error and transient performance are both important parameters, it
may be necessary to use a type Il loop.

€ (1) = lim 8. (1) = lim 50 (s) = (9.54)

14—

08

0.6 F

0.4

0.2

6;

by

0.05

0.1

wpi

0.2

FIGURE 9.39
Input (6;) and output (#,)
waveforms of a type I systems.
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Type 11 Loop

For the type II second-order loop,

/o, + 1) 8()s/e + 1)
Oo(s) = 24+ K (5/w, + 1) 52420 w,5 + w? ©:53)
where w, = K}? (9.56)
K, 172
and 2% = (_) (9.57)
Wy
Also, the error response is
B,(s)s*
bu(s) = ——r ) ©.5%)

SZ + thns + Ct),zl

where w, and ¢ are defined by Eqs. (9.56) and (9.57), respectively.
If the damping ratio { < 1, the output in response to a unit step input [8,(t) = 1]
is given by

¢

8,0 =1—e " fcosw(l — cHYr - =" sinw, (1 — 9| (9.59)
and the comresponding error signal is given by
8e(1) = 75| cos (1 — £2)\21 - (I_CW sinwn(1 = 72 | (9.60)

The error and output signals of a type I system (¢ = 0.5) in response to a unit
step input are shown in Fig. 9.40. Error signals in response to a step input for

rTT1

|

‘0.3

0.1

!
-0.1 W

-0.3

FIGURE 9.40
Error and output response of a type Il PLL (¢ = 0.5) to a step
change in phase.
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FIGURE 9.41
Error response of a type II PLL to a step change in phase, given for selected damping
ratios.

¢ =0.3,0.5,0.7 and 0.9 are given in Fig. 9.41. The steady -state error for the type
II system in response to step inputs is zero.
Ramp Inputs

For a step change in frequency [6,(t) = Aw t], the output of the second-order type
II system is

—fanl oin 1— 2 ]/2;
e sine,(1=¢) (9.61)
o,  (1-¢)IP

The input and output waveforms of an underdamped system are illustrated in
Fig. 9.42, and the error signals of a type II second-order system in response to a
ramp mput are illustrated in Fig. 9.43. It is seen that the steady-state error of type II

systéms in response to step changes in frequency decays to zero.

8,(1) = Aw[t -

Comparison of Type I and Type I Loops

When it is necessary to have zero steady-state error to ramp inputs, a type I system
cannot be used, but either a type I or type II system can realize zero steady-state
erTor to step inputs. For step inputs, a type II system will have a shorter rise time but
also more overshoot than a type I system. Figure 9.44 compares the step response
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FIGURE 9.42
Input (6;) and output (#,) waveforms of a type I PLL.
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FIGURE 9.43
Error response of a type II PLL to a step change in frequency, given for selected
damping ratios.
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FIGURE 9.44
Step responses of second-order type I and type II PLL systems with identical ¢
and w,.

of type I and II systems with the same damping ratio #hd «,. The type II system has
a shorter rise time and more overshoot, as predicted from the stability analysis of
the system. In many applications it is the settling time which is most important and
not the rise time. Settling time in a phase-locked loop is usually defined as the time
required for the phase error to settle below a specified time for which the frequency
output is unusable while switching from one frequency to another. It is difficult to
measure the instantaneous frequency, but relatively easy to measure the instanta-
neous phase, so the phase settling time is usually used for frequency synthesizer
specifications, The phase error of a type 11 system in response to a step change fre-
quency of Aw rad/s is obtained from Eq.’(9.61). At any time the phase error satis-
fies the inequality
SR . Aw et
I ' . 16 (2} < o, (T——:;Z)'/_Z
So, for a specified maximum steacdy-state error 6,
< Gon)™ ln{ e
@50

n-m

[(1- 52)1/2]“} (9.62)

The normalized settling time @, ¢, is plotted in Fig. 9.45 for a change in frequency
(Aw/w, = 0.5) and for three different values of steady-state error 8,,: 0.01, 0.05,
and 0.1. The settling time to a step change in frequency of Aw/w, = 0.1 is plotted
in Fig. 9.46.
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B - FIGURE 9.45
Normalized settling time w,t, for
60— Aw/fw, = 0.5.
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Large-Signal Behavior

When the error signal is large, the linear PLL model is no longer valid. The main
source of the nonlinearity is the phase detector (the nonlinear characteristics being
different for each type of phase detector), and the system’s performance must be
analyzed in the time domain. The following sections illustrate the analysis of the
large-signal performance of phase-locked loops.

Digital Phase Detectors

The output of a digital phase or phase-frequency detector is either a two- or three-
amplitude level signal. As the phase error increases, the amplitude does not change;
however, the duration of the output pulse does. The analysis and performance of

35— o FIGURE 9.46
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such systems will be illustrated by the analysis of type I phase-locked loops. The
analysis provides insight into the design of modern phase-locked loops.

First-Order Systems

It is assumed that the phase-frequency detector outputs a pulse of +V V when the
phase error is positive and —V V when the phase error is negative. The width of
the phase detector output pulse 7 is equal to the time between the leading edges of
the two waveforms if the output leads in phase. However, if the phase error is pos-
itive (reference leads in phase), a positive voltage will be applied to the VCO, the
VCO will speed up, and the output phase will reset the phase detector in a shorter
time than would elapse if the phase error were negative. To illustrate this opera-
tion, we will consider a type I loop, illustrated in Fig. 9.47, which uses no filter-
ing. The PLL is a first-order system. If the input and output frequencies are equal,
the phase error is defined as

0. =wrt (9.63)

where 7 is the time between the leading edges of the two waveforms and @ is the
waveform frequency. The output frequency is

w, = w, + K, V. (9.64)

where , is the free-running frequency of VCO. Since the control voltage V. is
either £V or zero, the VCO frequency can take on only three distinct values. The
output phase is

0, (1) = w,t +[ K, V.(t)dt + ¢, (9.65)
0

where ¢, is the phase at t =0, or8,(0) = ¢,

We will first consider the case in which the input leads in phase. It is assumed
that the input frequency w, is equal to w,. (If the input frequency is not equal to w,,
the output frequency cannot adjust to w,, since this loop does not have the capabil-
ity of continuously changing the frequency.) At ¢ = 0, the phase of the reference is
taken as zero. That is, 6,(0) = 0. Then for positive phase error, the output phase is
negative, or ¢,(0) = —g,, and the leading edge of the reference frequency sets the
phase detector. The leading edge of the output lags by 7 s, so the phase error is

0.0 =4,
=
where 7 = dp/ .
= FIGURE 9.47
@, Digital | &, “e A fundamental type I PLL.

~—| phase >
detector

A
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The phase detector outputs a pulse of +V V until the leading edge of the output
signal resets the phase detector at time ¢,. At ¢+ = ( the VCO frequency instanta-
neously increases to

w, =w. + K,V rad/s
and the output phase is

e
8, = wit + K, f Vot di — 6,
0

=wt+ K, V.t — ¢, Oftfto
The output phase becomes zero at the time

p = P
7w+ K,V

at which time the phase detector resets and the VCO control voltage V. becomes
zero. The phase error at ¢, is 6.(¢,}) = w.f,; and since the VCO and the reference
signal are again operating at the same frequency, this will also be the phase error at
the time 7 when the reference frequency again sets the phase detector and the VCO
again increases in frequency. At the end of the nth reference period, the phase error
will be

(9.66)

®o
I+ K, V/w)"

(Note that the larger K,V is, the smaller will be the phase error; but once the phase
error is positive, it remains positive.)

If the initial phase error is negative (the VCO output leads the reference wave-
form by 1 s), the phase detector output will be set to —V V and will remain at this
level until the leading edge of the reference waveform resets the phase detector after
7 5. At this time the output phase will be

Be(r) = —(w.T — Ko V1) = —(¢p — K,V T) (9.68)

and if the loop gain K,V = w,, the phasé error will be zero when the reference
waveform resets the phase detector. The phase error will remain negative, provided
K,V < e,. This will always be the case, since the maximum frequency deviation
of a VCO below its free-running frequency «, is equal to .. The frequency devia-
tion iy also X,V,, so K,V /w, cannot be larger than 1 for frequency deviations
below the free-running frequency of the VCO. The phase error after # output cycles
will be

B (nT) = (9.67)

K, V\*
8.(nT) = —q},,(l - ) (9.69)
(5
The analysis of this simple system illustrates that the large-signal response of
PLL systems that utilize a digital phase detector is not symimetric, since it differs
depending upon whether the initial phase error is positive or negative.
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Step response of a fundamental type I PLL.

If K,V /w, is close to 1, negative phase errors will be reduced faster than pos-
itive phase errors. This suggests that to reduce the settling time, the phase detec-
tor logic could be modified to provide a larger gain for positive phase errors. Fig-
ure 9.48 illustrates the phase-error transient response of a type I first-order loop to
a step input of phase. The normalized loop gain K,V /w. = 0.5 in this example.
The negative phase error diminishes faster than the positive phase error, but it
must be kept in mind that the phase detector cycle time is longer for negative error
signals.

The analysis Of this simple system also illustrates some of the limitations of lin-
earized analysis. For example, for this type I system, the final-value theorem predicts
that the final frequency error in response to step changes Acw in frequency will be

] . S(Aw/s?)  Aw
I1_1)1'!.'10[]1(1‘) = fot)] = }l}%m = "K"—"
However, it is obvious from the large-signal analysis that the VCO cannot track
arbitrary changes in the input frequency since the VCO can take on only three
different values of frequency.
Another feature of loop performance brought out by this analysis is that the
time for the phase detector to reset is different for positive and negative phase



396 CHAPTER 9: Phase-Locked Loop Analysis

errors. If the output leads in phase and sets the phase detector, the phase detector is
set for a time equal to the initial phase error; but if the input leads in phase and sets
the phase detector, it is set for a time given by Eq. (9.66). In this case, time is a
function of the loop parameters.

Type I Loop Including a Low-Pass Filter

The preceding analysis has shown that when the loop does not contain a low-pass
filter, the VCO frequency jumps discontinuously from w, to @, £ K, V. A low-pass
filter can be added to the loop to smooth out the frequency transitions and improve
the spectral purity of the output signal. It will be shown that the filter can also
reduce the system settling time. It is assumed that the low-pass filter is first-order,
with a transfer function of

Fo= (1)

If the charge pump phase detector and the filter illustrated in Fig. 9.14 are used, the
filter is realized by selecting the capacitor C such that RC =a~!.

The system illustrated in Fig. 9.49 will now be analyzed. The case in which the
reference leads in phase by ¢, rad will be considered first. The phase detector out-
put voltage will consist of a pulse of width ¢, and amplitude V, so the voltage
applied to the VCO is

V(1 — e *%° =
Ve(s) = W 9.70)
or - V(1) = V(1 — &™) 0<t<t, 9.71)
At time ¢, the phase detector resets to zero output, and
V(1) = Ve (e — 1) t,<t<T {9.72)

The output phase during the time the phase detector output is 4V is

& (t) = f [w. + KV(1 — ™)) df — 6,
0

. e —1
tw¢t+K0V(t+ )—qb,, D<t<t, (9.73)
— FIGURE 9.49
8, Digital N N K, 8  Atype I PLL including a filter

——ep  phase
detector 3 F(s).

3
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The output phase will be'zero at £, so ¢, can be found by solving
e % — 1]
0=uwt, + K,V|t,+ — ) @ (9.74)

The value of ¢, can be found by using numerical approximation techniques to solve
Eq. (9.74). For t, < t < T, the VCO control voltage is
Vi) = V(1 —e e ®¢ ™ 1<t <T (9.75)

The output phase at time 7 is

T
0,(T) = 6,(t,) + f [we + K, V(1 — e )¢~ gt (9.76)
)
and since 8,(¢,) = 0,
K,V - B \
8,(T) = w (T —1,) + p [1—e® +e T (1 —e™)] 9.77)

The phase error at time T is
T
0.(T) =8.(1,) — K, V(1 — e ) f e "4 gy
ty

K,V
= w,t, — T[l — e % 4 7T (1 — ™)) (9.78)

This derivation assumes that the phase error 8,(7T") remains positive. To see that it
does, the expression 6.(T) will be rewritten, substituting Eq. {9.74) for w.t, in
Eq. (9.78). That is,

et _ 1

K,V
0T) = ¢, — Kov(to + £ ) — [1—e™ ¥ 4 e_aT(l — e%)]
a

a
K,V
= ¢0 - KOVtO - Le_'ﬂ"(l - eat,,)
a
= ¢ — K, Vi, +

. K,V
where ot a= e T(e®™ —1) >0

Also ¢,= w.tand K,V < w,, s0
qbo - KOVtO Z w{:(t - tﬂ)

Since t > t,, we have 6.(T) > 0, provided 6.(0) > 0. Therefore, as was the case
when no filter was used, if in a type I loop containing a simple low-pass filter the
phase error becomes positive, then it will remain positive in the absence of further
external input. Note that this is a marked difference from the linear model, which
predicts that the response is underdamped if the loop gain is sufficiently large.
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FIGURE 9.50
Settling time of a type I PLL as a function of filter bandwidth (for positive
phase etror).

Figure 9.50 illustrates how the system settling_time varies as a function of
the filter bandwidth for positive phase errors. For this example the loop gain
K,V/w. = 1 and the initial phase error is 180°. The vertical axis represents how
many reference cycles it takes for the time difference between the two signals to be
less than 107% s (¢ < 10 Sw, ). If the filter bandwidth is too narrow, a large number
of reference cycles is needed before the phase error settles below the prescribed
limit. As the filter bandwidth increases, the settling time reaches a minimum at
B = 0.5w,. As the bandwidth is further increased, the settling time again increases,
approaching the limit of 12 reference cycles for the case of infinite filter bandwidth.
In the case where the reference leads in phase, there is an optimum value of filter
bandwidth for minimizing the settling time. The minimum in Fig. 9.50 is relatively
broad. For positivg phase errors, the bandwidth of this type I system should be
between the limits

P ' 025w, < B <25w, rad/s

for the fastest response.

Figure 9.51 illustrates how the settling time varies as a function of the normal-
ized loop gain K, /w,. The filter bandwidth is 2.5, and curves are plotted for two
different values of initial error. The larger the loop gain, the shorter the settling time.
Larger loop gain implies a larger frequency deviation of the VCO. The most impor-
tant factor in reducing the loop settling time is the frequency deviation of the VCO.

If the output leads the reference in phase by 7 s, the phase error is negative; for
this case the width of the phase-detector pulse is 7 s because the phase detector
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n FIGURE 9.51
Settling time of a type I PLL as a func-
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resets on the leading edge of the reference waveform, which is independent of the
VCO waveform. Therefore,

8,(r) = f lon + K, V.0 dr

In this case the output phase is taken to be zero at ¢ = 0,
0,00) =0

and the phase error is
6.(0) = —w.1

The phase detector is set by the leading edge of the output waveform, and the
control voltage is

) Vo) = V(1 —e) 0=tr<t (9.79)
Therefore, the output phase at time t'is
" e _ 1
8,(7) =w,T — KOV(T + ) {9.80)
a
After the phase detector is reset, the VCO control voltage decays toward zero:
Vo(t) = —K, Ve (™ — 1) T<t<t, (9.81)
The output phase is
ng ar __ 1 —ar __ ,—at
6t) = b,(0) — "N DT | ey r<r<n, 082

a



400 CHAPTER 9: Phase-Locked Loop Analysis

If Eq. (9.80) is substituted for 8,(1),

—ar _ ] et — 1 ar __ ,—af
0,(f) = w.t — KDV[I i 4! W —e )] (9.83)
a a
The phase error at time £,

9& (to) = Ba(ta) - 91' (tn)
= 90(’0) - wc(ta - 1:)

The problem now is to find the time #, at which the output phase is again 0
or 2x. That is, €,(#,) — 2m. The time f, is readily found by numerical methods.
(The following results were obtained by using the Newton-Raphson root-finding
algorithm.)

How the settling time of a type I system varies as a function of normalized loop
gain K, /w, when the initial phase error is negative is illustrated in Fig. 9.52 for the
case in which the low-pass filter bandwidth B = 2.5w,. The curve is similar to the
case in which the initial phase error is positive (Fig. 9.51). To minimize the loop

(9.84)

=

FIGURE 9.52
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FIGURE 9.53

Settling time of a type I PLL as a function of loop bandwidth
(for negative phase error).

settling time, the normalized loop gain needs to be close to unity. How the settling
time varies as a function of low-pass filter bandwidth is illustrated in Fig. 9.53 for a
normalized loop gain of unity. The settling time reaches a minimum value of 1 when
the filter bandwidth is approximately 2!/, times the reference frequency. The set-
tling time remains at this value as the filter bandwidth is further increased. Figure
9.54 is similar to Fig. 9.53 except that the normalized loop gain K,/w, = 0.5.

K, Vie, =05

1 IIIIlI]I 1 I.IIIIIII 1 IIIIIIII i 1 1 1 b

0.1 1 10 B/w,

FIGURE 9.54
Settling time of a type I PLL as a function of loop bandwidth
(for negative phase error and reduced loop bandwidth).
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There is little interaction between the minimum filter bandwidth and the normalized
loop gain. A comparison of Figs. 9.50 and 9.53 shows that if only the loop settling
time is considered in selecting the filter bandwidth, the bandwidth should be
approximately 2'/, times the reference frequency.

Sinusoidal Phase Detection

If a sinusoidal phase detector is used without a low-pass filter, and the upper-
frequency term w, + w, is ignored, the phase detector output voltage will be equal
to the voltage applied to the VCO:

V. = K, sin0, (9.85)
The phase error is
. =6,-8,
so the frequency error is
w. _,, _do
dt " dt

If e, is the free-running frequency of the VCO, then
0ot} = @ + K, V(1)

do.
dr

-

S0 W, ~ w, — K, V(1) (9.86)

= Aw — K, V.(2)

where Aw — w, — @, is the difference between the reference frequency and the
free-running frequency of the VCO. If Eq. (9.85) is substituted in Eq. (9.86),

do,

df: = Aw — K,K;sin6, (9.87)
This is the nonlinear equation describing the phase error in a phase-locked loop con-
taining a sinusoidal phase detector and no filter. Also, the high-frequency term has
been ignored. For the sake of generality, assume the loop also contains an amplifi-
er; thert Fiq. (9.87) can be rewritten as

a0, .
= Aw — K,sin6.(¢
ar = Ao~ Kosmb() (9.88)
where K, =K, K;,K

If Aw > K,, the loop cannot acquire phase lock since the maximum change of
VCO frequency (Aw)y, = K, and it is assumed that K, > Aew. Equation (9.88)
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can be rewritten as

dae
‘< =dt
Aw — K, sin8.(1)
which has the solution
2 Ao+ K, T 6
t—t,=————tanh —  tan|{ — — — 9.89
°7 [(Aw)? — K212 Aw— K, (4 2) ©-89)

where the initial time 7, will be assumed to be zero. This equation can be rearranged
to express the phase error as a function of time.?

_ 172 _ e 21172
Be(l‘)=|:2tan(§u A“’) ]1 exp(~[K, — (Aw)T71) 7 oo

» + Aw 1 +exp{—[KZ— (Aw)?]'/%)} 2
Note that
K, ~ Ao\ m
. — —1 v -
lim 6, (1) = 2tan (—K,, - Aw) +3 9.91)
Numerical Example

Consider the simplest case where Aw = 0. Then Eq. {9.88) becomes

de, -
————— =dt
—K,sin@.{t)

which is readily solved to give

1. 1—cosé;
—ln—=—-K,(t —¢ C
27 14cosé, =)+
or I —cosé, _ Ap2Kelt—t)
1 +cosf,
Without loss of generality, let the initial error be 8, at t = ¢, = 0. Then
~ 1 —cos, _
1+cosf,

1— Ae25® 14 cosb, — (1 — cos8,)e K

d g, = _
an cos 1+ Ae 257 14036, + (1 — cosB,)e 2K

Several significant results for the large-signal behavior of PLLs containing a
sinusoidal phase detector have also been obtained by using phase-plane techniques. >
Since the emphasis here is on the response of loops containing digital phase detectors,
those results will not be discussed, except to emphasize that the large-signal behavior
of PLLs is markedly different for different types of phase detectors.
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B 95
PROBLEMS

9.1 A simple phase-locked loop has K;K, = 1000 rad/s, F(s) = 1, and N = 20. What is
the closed-loop bandwidth? What is the closed-loop bandwidth if the filter described
by the transfer function

s 1 -1
= ()
=51
1s added inside the loop?

9.2 The system of Prob. 9.1 (including the filter} is to be designed so that it will be able to
track step changes in frequency (Aw = 1 rad/s) with less than 0.01-rad steady-state
error. Is the loop gain adequate? If not, how much additional gain must be added to
meet the steady-state error specification?

9.3 Graph the open-loop frequency response, determine the crossover frequency, and cal-
culate the phase margin of the PLL described in Prob. 9.1, both with and without the
low-pass filter in the loop.

9.4 Derive the formula [Eq. (9.16)] for the closed-loop bandwidth of a type I system.

9.5 Calculate the overshoot of the systern described in Prob. 9.1 in response to a 2° step
change in the input phase.

9.6 What is the minimum bandwidth that the filter of Prob. 9.1 can have if the system peak
overshoot to siep inputs in phase is to be less than 20 percent? Solve the problem by
using both straight-line approximations and the analytic method.

9.7 Modify the system of Prob. 9.1 so that it has less than 20 percent overshoot to step
inputs and also has a rise time of less than 10 ms. Design the circuit to be added to the
loop.

9.8 The following open-loop system (G (s) has zero steady-state phase error to constant-
frequency inputs. Determine the filter frequency w, so that the closed-loop system has
approximately 20 percent overshoot to step inputs. What will the closed-loop band-
width be? .

10%(s /e, + 1)

. ‘ G(s) = P

4

9.9 Design a type Il system that has a closed-loop bandwidth of 10° rad/s and a 30 percent
overshoot to a step input.

9.10 For a type I system with K, = 10° (rad/s)?, determine a lead-lag network so that the
closed-loop system has less than 30 percent overshoot to step changes in phase. The
network pole location should be minimized in order to maximize the high-frequency
filtering.
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9.11

912

9.13

9.14

9.15

Determine the transfér function of the amplifier shown in Fig. P9.11. The transconduc-
tance g, = 10~* S. If this amplifier is connected as a unity-gain voltage-follower,
what is the phase margin? How large a capacitor must be connected between the com-
pensation terminals to obtain a 45° phase margin? The transfer function of the depen-
dent source is

(2% 10V,
T 2% 1055 + 1

Compensation
—C
[ n Vo O
¥ 1 M@ 0ke T~
10-8
BV :[

FIGURE P9.11
A two-stage amplifier.

An open-loop transfer function is given by

T 10%(s /100 + 1)

G(s) 2

For what value of time delay T will the system become unstable?

A type I system has the open-loop transfer function of
K,
s(s/10% +1)2

Select X, so that the closed-loop system has approximately 25 percent overshoot to a
step input. Estimate the system’s closed-loop bandwidth.

G(s) =

A type Il system has the open-loop transfér function of
_ K,(s/200+ 1)
T s2(s/2000 4 1)

Determine the value of K, that will minimize the overshoot to a step input. What will
the minimum overshoot be?

t G(s)

For the simple phase-locked loop consisting of a phase-frequency detector and a VCO,
sketch the phase error as a function of time for the case where

KV 3 ‘

W, 4

For what value of loop gain will the system become unstable?
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9.16 Design an FM demodulator using the CD4046 integrated-circuit PLL (see App. 7 for
“specifications). The carrier frequency is Lo be 100 kHz, and the frequency deviation is
to be 4 kHz. Select the loop filter so that the closed-loop bandwidth is approximately

8 kHz.

9.17 A PLL has a 25-kHz bandwidth, How much filtering does the PLL provide to the VCO
output at 25 kHz from the center frequency? At 5 kHz?

*9.18 Use the phase margin specifications described in this chapter to meet the following
design specifications.

(a) Design a unity-gain noninverting amplifier with approximately 20 percent over-
shoot to a step input using an operaticnal amplifier with a gain-bandwidth prod-
uct of 107 rad/s and a bandwidth of 10 rad/s (internally compensated). The op-
amp output impedance is 200 Q (resistive), and the load impedance consists of a
0.01-uF capacitor. Describe a compensating circuit. The closed-loop bandwidth
should be as wide as possible. Verify your design by using computer simulation.

(b} Use the same op amp to convert the output of a 10-p A current source to an out-
put voliage of 1 V (magnitude). The current source has an output capacitance of
100 pF (£20 percent). The rise time should be as brief as possible subject to the
design constraint of a maximum of 30 percent overshoot to a step input of current,
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Frequency Synthesizers

R 10.1
INTRODUCTION

A frequency synthesizer is a device that generates a large number of precise fre-
quencies from a single reference frequency. The term frequency synthesis was first
used by Finden' in 1943 for the generation of frequencies that were a harmonic of a
submultiple of a reference frequency. Recent advances in integrated-circuit design
include the development of inexpensive frequency synthesizers and their subse-
quent application in most communication receivers. -

A frequency synthesizer can replace the expensive array of crystal resonators in
a multichannel radio receiver. A single-crystal oscillator provides a reference fre-
quency, and the frequency synthesizer generates the other frequencies. Because
they are relatively inexpensive and because they can be easily controlled by digital
circuitry, frequency synthesizers are being included in many new communication
system designs.

The oldest synthesis method, first described by Finden, is referred to as direct
frequency synthesis; it utilizes mixers, frequency multipliers, dividers, and band-
pass filters. Direct synthesis has been superseded in almost all applications by indi-
rect (coherent) synthesis, which utilizes a phase-locked loop that may be analog or
digital. The newest method, direct digital frequency synthesis (DDFS), uses a digi-
tal computer and digital-to-analog (D/A) converter to generate the signals. Each of
these methods has advantages as well as disadvantages; and if the specifications

* . . .
are sufficiently stringent, it may be necessary to incorporate all three methods into
the synthesizer design. In this chapter, the three methods of frequency synthesis are
described, and a design example that combines the different synthesis methods to
meet the overall specifications is presented. Because one of the most demanding
synthesizer specifications is output noise, the oscillator being a primary souree of
the random noise associated with frequency synthesis, a brief description of the ran-
dom noise occurring in quality oscillators and phase-locked loops is included in this
chapter so that the reader can better assess the noise performance of synthesizers.
First we will examine the various methods of frequency synthesis.

407
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“ 10-2
DIRECT FREQUENCY SYNTHESIS

Direct frequency synthesis is the oldest of the frequency synthesis methods. It syn-
thesizes a specified frequency from one or more reference frequencies from a com-
bination of harmonic generators, filters, multipliers, dividers, and frequency mixers.
Bipolar transistors, because of the exponential base-to-emitter voltage characteris-
tics, are well suited for use as harmonic generators.

One method of using a harmonic generator is shown in Fig. 10.1. The desired
frequency is obtained with a filter tuned to the desired output frequency. Highly
selective filters are required with this method. The multiple-oscillator approach is
an alternative method. The oscillators are usually easier to realize than the bandpass
filters. Figure 10.2 illustrates a method of generating 99 discrete frequencies from
18 crystal oscillators. One switch selects one of the nine oscillators that cover the
frequency range 1 to 9 kHz in 1-kHz steps, and the other switch covers the fre-
quency range 10 to 90 kHz in 10-kHz steps. The two signals are then combined in a
frequency mixer, and the bandpass filter selects the higher of the two mixer output
frequencies.

Direct frequency synthesis refers to the generation of new frequencies from one
or more reference frequencies by using a combination of multipliers, dividers,
bandpass filters, and mixers. A simple example of direct synthesis is shown in

Jr Harmonic Bandpass | ™r
generator filter

Reference oscillator

FIGURE 10.1
A direct frequency synthesizer.

— | e
Nine . 0 Nine
oscillators, |0 - Jc O—— oscillators,
.‘lto9kHz ety O=—— 10 to 90 kHz
Bandpass N ~
filter b
FIGURE 10.2

A two-decade direct frequency synthesizer.
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Bandpass | g =f

f, ——+| Divide by 3
Y filter 3

FIGURE 10.3
Example of direct synthesis.

Fig. 10.3. The new frequency %/; f, is realized from f, by using a divide-by-3 cir-
cuit, a mixer, and a bandpass filter. In this example ?/; f, has been synthesized by
operating directly on f,.

One of the foremost considerations in the design of direct frequency synthesiz-
ers in the mixing ratio

r= ﬁ (10.1)

f
where fi and f; are the two input frequencies to the mixer. If the mixing ratio is too
large or too small, the two output frequencies will be too close together, and it will
be difficult to remove one of the signals with filtering.

EXAMPLE 10.1. If the two mixer input frequencies are 100 and 1 MHz (r = 100), the
mixer output frequencies will be 99 and 101 MHz. The removal of one of these fre-
quencies would require an extremely complex filter.

The filter requirements can be reduced by using an offset frequency. This
approach is utilized in the next direct synthesis method described.

Figure 10.4 illustrates a type of direct synthesis module frequently used in
direct frequency synthesizers. The method is referred to as double-mix-divide. An
input frequency f; is combined with a frequency f;, and the upper frequency
fi+ fi is selected by the bandpass filter. This frequency is then mixed with a
switch-selectable frequency f> + f*. (In the following f* refers to any one of 10
switch-selectable frequencies.) Frequency f, + f* can be realized with one of the

.

T g4 S hiv b s

- Bandpass Bandpass _1_ .
% filter filter +10 S+ o
A BS
FIGURE 10.4

A double-mix-divide module.
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methods illustrated in Figs. 10.1 and 10.2. The output of the second mixer consists
of the two frequencies f; + fi + f» + f* and f; + fi — f» — f*; only the higher
frequency appears at the output of the bandpass filter. If frequencies f;, fi, and f,
are selected so that 10f; = f; + fi + f>, then the frequency at the output of the
divide-by-10 module will be

I 102
fo= f,+10 (10.2)

The double-mix-divide module has increased the input frequency by the switch-
selectable frequency increment f*/10. Double-mix-divide modules can be cascaded
to form a frequency synthesizer with any degree of resolution. The double-mix-divide
modular approach has the additional advantage that frequencies f, f, and ficanbe
the same in each module so that all modules can contain identical components.

Considered solely from a theoretical viewpoint, the double-mix-divide module
appears unnecessarily complicated, since the output frequency f; + %10 could be
realized by using one mixer and bandpass filter. The advantages of the approach
shown in Fig. 10.4 are practical; it allows better mixing ratios (with relaxed filter-
ing criteria) and allows for the same bandpass filters in each stage. The effect of
deleting f;, is illustrated after we discuss a three-digit synthesizer.

EXAMPLE 10.2. A direct frequency synthesizer with three digits of resolution can be
realized by using three double-mix-divide modules. Each decade switch selects one of
10frequencies f2 + f*. In this example the cutput of the third module is taken before the
decade divider. For example, it is possible to generate the frequencies between 10 and
19.99 MHz (in 10-kHz increments), using the three-mipdule synthesizer, by selecting

fi=1MHz fi=3MHz f,=6MHz

Since
Hi+fi+H=10f (10.3)
the output frequency before the last division by 10 will be
f
fo=10fi+ f3 2 100 (10.4)

Since f* occurs in 1-MHz mcrements, f1 /100 will provide the desired 10-kHz fre-
quency increments. The output is taken before the last decade divider as this provides a
sine wave-output. The divider output has a square waveform, If, for example, a fre-
quency of 14.88 MHz is required, f;* will be 6 MHz, f; will be 8 MHz, and £;* will be
4 MHz.

Theoretically, either f) or f> could be eliminated, provided

fi + fi(or f) = 10f; (10.5)

but the additignal frequency is used in practice to provide additional frequency sep-
aration at the mixer output. This frequency separation eases the bandpass filter
requirements. For example, if f; is eliminated, f; + f; must equal 10 f;, or 10 MHz
in the preceding example. If an f;* of 1 MHz is selected, the cutput of the first mixer
will consist of the two frequencies 9 and 11 MHz. The lower of these closely spaced
frequencies must be removed by the filter. The filter required would be extremely
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complex to achieve such selectivity. If, instead, a 5-MHz signal £, is also used so
that f; + fi + f» = 10 MHz, then the two frequencies at the first mixer input will
be fi + fi =5 MHz and f; + f;* = 6 MHz. Therefore, the frequencies present at
the mixer output (for an f}* of 1 MHz) will be 1 and 11 MHz. In this case the two
frequencies will be much easier to separate with a bandpass filter. The ancillary fre-
quencies f; and f, can only be selected in each design after all possible frequency
ratios at the mixer output have been considered.

Direct synthesis can produce fast frequency switching, almost arbitrarily fine
frequency resolution, low phase noise, and the highest frequency of operation of
any of the methods. Direct frequency synthesis requires considerably more hard-
ware (oscillators, mixers, and bandpass filters) than the two other synthesis tech-
niques to be described. The hardware requirements result in direct synthesizers
being larger and more expensive to construct. Another disadvantage of the direct
synthesis technique is that unwanted (spurious) frequencies can appear at the out-
put. The wider the frequency range, the most likely it is that spurious components
will appear in the output. These disadvantages must be weighed against the versa-
tility, speed, and flexibility of direct synthesis.

E 103
FREQUENCY SYNTHESIS BY PHASE LOCK

The disadvantages associated with direct synthesis are greatly diminished with the
frequency synthesis technique (often referred to as indirect synthesis) that employs
a phase-locked loop (PLL). A simple PLL is illustrated in Fig. 10.5. A detailed
analysis of PLL characteristics is given in Chaps. 8 and 9, but for the present dis-
cussion it is sufficient to state that when the PLL is functioning properly, the two
phase-detector input frequencies are equal. That is,

fr=fa (10.6)

Frequency f; is obtained by dividing the voltage-controlled oscillator (VCO) out-
put frequency f, by N:

fo
4= 10.7
l fo=73 (10.7)
. 9, Phase detector Voltage-controlled 8
’ (PD) | Filter V: oscillator { VCO)
&
64
+N -
FIGURE 10.5

An indirect frequency synthesizer.
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Therefore, the output frequency f, is an integer multiple of the reference frequency,
or fo = Nf, (10.8)

The PLL with a frequency divider in the loop thus provides a method for
obtaining a large number of frequencies from a single reference frequency. If the
divide ratio N is realized by using a programmable divider, it is possible to easily
change the output frequency in increments of f,. The PLL with a programmable
divider provides an easy method for synthesizing a large number of frequencies, all
of which are an integer multiple of the reference frequency. There are, however,
problems associated with this method. First the major difficulties will be discussed,
and then some of the methods presently used to circumvent these problems will be
described.

From Eq. (10.8) we note that the frequency resolution is equal to f,. That is, the
output frequency can be changed in increments as small as f,; however, this is in
conflict with the requirement of a short time interval for changing frequencies.
Although an exact expression for the switching time has yet to be derived, a fre-
quently used rule of thumb is that the switching time

25
Is=}—

It takes approximately 25 reference periods to switch frequencies. The frequency
resolution is therefore inversely proportional to the switching speed. A contempo-
tary specification for satellite communication systems, which use frequency hop-
ping, is that the frequency resolution is equal to 10 Hz and the switching time is less
than 10us! Since the above rule of thumb predicts a switching time of 2.5 s, itis
clear that the simple PLL frequency synthesizer cannot meet both specifications.
The choice of reference frequency dominates loop performance.

(109

Effects of Reference Frequency on Loop Performance

The expression for the output frequency [Eq. (10.8)] shows that to obtain fine fre-
quency resolution, the reference frequency must be small. This creates conflicting
requirements. One problem is that to cover a broad frequency range requires a large
variation in N. Even if the hardware problems can be overcome, some method will
normally be neéded to compensate for the variations in loop dynamics that occur for
widely varying values of N. It is shown in Chap. 9 that the linearized loop transfer
function is

fo(s) _ 6ols) _ K, F(s)/s
fi(s) Gy 1+ K, F(s)/(Ns)

where F(s) is the transfer function of the low-pass filter. If ¥ is to assume a large
number of values, say, from 1 to 1000, then there will be a 60-dB variation in the
open-loop gain and a correspondingly wide variation in the loop dynamics, unless
some method (such as the use of a programmable amplifier) is employed to alter the
loop gain for different N values,

(10.10)
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A second problem encountered with a low reference frequency is that the loop
bandwidth must be less than or equal to the reference frequency, because the low-pass
filter must filter out the reference frequency and its harmonics present at the phase-
detector output. Thus, the filter bandwidth must be less than the reference frequency.
Itis explained in Sec. 9.3 (PLL stability analysis) that the loop bandwidth is normal-
ly less than the filter bandwidth for adequate stability. Therefore, a low reference
frequency resuits in a frequency synthesizer that will be slow to change frequency.

Another problem introduced by a low reference frequency is the effect on noise
introduced in the VCO. Figure 10.6 shows a linearized model of a PLL with the
three main sources of noise. Here ¢y, is the noise on the reference signal, and ¢y,
is the noise created in the phase detector. The largest phase-detector noise compo-
nents are at the reference frequency and the harmonics of this frequency. And ¢y, is
the noise introduced by the VCO. Figure 10.7 illustrates a frequency spectrum typ-
ical of VCO noise. Most of the energy content of VCO noise is near the oscillator
frequency; in the PLL model it can be interpreted as a low-frequency noise. The
total noise of the closed-loop system at the VCO output ¢y is given by

on = (@n, +On) K, F(s5)/5 4 dw,
N 1+ K, F(9)/(Ns) = 1+ K,F(s)Ns

= G(s)(@w, + ¢n,) + G (s)¢w,

Since F(s) is either unity or a low-pass transfer function, G(s) is a low-pass transfer
function and G, (s) is a high-pass transfer function. The PLL functions as a low-
pass filter for phase noise arising in the reference signal.and phase detector, and it
functions as a high-pass filter for phase noise originating in the VCO. Since the
VCO noise is a low-frequency noise, the output noise due to ¢y, is minimized by
having the loop bandwidth as wide as possible. At the same time, the loop band-
width should be less than the reference frequency in order to minimize the effect of
¢, which is dominated by spurious frequency components at the reference fre-
quency and its harmonics.

Therefore, the desire to have a low reference frequency f, in order to obtain fine
frequency resolution is offset by the need to have f; large in order to reduce the loop
settling time and to minimize the noise contributed by the VCO.

(10.11)

¢'Nu : LY

F(s)

w| X

+ N

FIGURE 10.6
A PLL synthesizer including three noise sources.
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FIGURE 10.7
Frequency spectrum of VCO noise.

Variable-Modulus Dividers

Another difficulty with the system illustrated in Fig. 10.5 is that the maximum
operating speed of programmable dividers is slower than that required in many
communication systems. The upper limit of a programmable divider realized from
transistor-transistor logic (TTI.) components is approximately 25 MHz, and that
realized with complementary-symmetry metal-oxide semiconductor (CMOS) logic
is about 4 MHz. So, for example, if one is to build a 2 x 10° Hz synthesizer for
satellite communications, some other method must be used. There are various ways
to overcome this problem. First we will discuss the problem of the relatively low
operating speed of programmable dividers. -

Programmable dividers are slower than fixed-modulus dividers (prescalers). In
fact, prescalers are available that operate at gigahertz frequencies. Figure 10.8 illus-
trates an indirect synthesizer that contains both a prescaler and a programmable
divider ip the loop. The prescaler, which can operate frequencies into the gigahertz
region;, first reduces the output frequency by the factor P before it is applied to the
programmable divider. When the loop is in lock,

_Jo

f’_PN

or  f,=NPf) (10.12)

Although the use of the prescaler allows the loop to operate with higher output fre-
quencies, the output frequency can be changed only in increments of Pf,. Since the
channel spacing is equal to the reference frequency, in order to obtain the same res-
olution, the reference frequency must be decreased by the prescaler factor P.
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Prescaler

FIGURE 10.8
APLL including a prescaler,

Another approach for obtaining good frequency resolution while operating at
high output frequencies uses a method known as variable-modulus prescaling.
Reconsidering Eq. (10.12), we see that the output frequency resolution could
be improved if the value of N were an integer plus a fraction. For example, if
N =N,+ AQ/P (where A and @ are integers), then the output frequency will
be given by

fo= P(Na + fpg)f, = PN,f, + AQS,

and the resolution can be regained. This equation is ndt easily implemented, but if
+AP is added, the result is

Jo=(N,P+AQ — AP + AP}, = [P(N, — A) + (P + Q)ALS.

From this equation, it is apparent that a dual-modulus counter that divides by
P + @ for A cycles and by P for N, — A cycles could be used to implement the
function.

The dual-modulus prescaler system illustrated in Fig. 10.9 has a prescaler that
divides by the modulus P + Q when the modulus control is high and divides by P
when the modulus control is low. In this particular scheme, the output of the
variable-modulus prescaler simultaneously drives the two programmable dividers 1
and 2. The programmiable dividers operate at the input clock rate f; divided by P or
P + Q. The divide cycle begins with counter 1 preset to A, counter 2 preset to N,
and the modulus control high so that the two-modulus prescaler output frequency is
equal to the frequency divided by P + Q. The prescaler will divide-by-P + Q
until the A counter reaches 0. At this point, the divide-by-N counter is at a value
equal to N(preset) — A(preset). Next, counter A pulses the prescaler modulus con-
trol to low to change to the divide-by-P mode. The prescaler then divides by P
N — A times, until the N counter reaches 0. Finally, the divide cycle is restarted by
reloading the counters with their preset values and resetting the modulus control
signal. The number of input cycles in one complete divide cycle is

D=(P+ 0+ PN-A)=AQ+ PN (10.13)
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" Prescaler
~ P
Input == PO
I
Modulus
Control
+A - > +N —— Qutput
Counter 1 Counter 2
{ Programmable) (Programmable)
FIGURE 10.9
A programmable divider realized with a dual-modulus
prescaler.

(Note that N must be greater than A for the method to work.) If @ = 1, then the divide
ratio, even though it has a minimum value Dy, = PN, can be implemented in unit
steps. A frequently used divide ratio is P = 10and P + Q = 11. Then Eq. (10.13)
becomes

D=10N+4 (10.14)

which shows that the 10/11 prescaler can be used to obtain division ratios with
increments of 1, provided N > A. Since Ama = 9, N must be at least 10 and Dy,
is 100. The minimum divide ratio is not usually a problem in frequency synthesizer
design.

EXAMPLE 10.3. If it is desired to design a frequency synthesizer to cover the fre-
quency range from 100 to 109 MHz in 1-MHz increments, a reference frequency of 1
MHz is suitable {a higher reference frequency would not be). Since 100 MHz is too fast
for a programmable divider, a 10/11 variable-modulus prescaler will be considered.
Now A will vary from 0 to 9, so N must be at least 10. The minimum value of D will be,
using the 10/11 prescaler, Co
' 100 x 10
- ) ~ . Dmm = —-—-—106 = 100

which will providé (f,)min = 100 MHz. Thus the desired division ratio can be obtained
'By using a 10/11 variable-modulus prescaler together with the programmable dividers.

Other variable-modulus division ratios such as 5/6, 8/9, 32/33, 40/41, 64/65,
100/101, and 128/129 are also frequently used. In Example 10.3, if it is necessary
to cover the frequency interval from 100 to 100.99 MHz in 10-kHz increments, a
maximum reference frequency of 10 kHz will be needed, and the minimum divide
ratio will be

_ 100 x 106 _ 104 _ (fa)min
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since Apax = 99 and Ny, is 100. Also, D = AQ + PN, so Q must equal 1 for a
frequency resolution of 10 kHz. It is possible to select P = 10 and N = 10, but it
is better to select P = 100 and N = 100, since the maximum frequency to the two
programmable dividers will then be 1.0099 MHz. This will allow for the use of low-
noise CMOS logic for the programmable dividers. Therefore, a 100/101 variable-
modulus divider is suited for this design. If P = 10 is selected, the maximum
frequency to the programmable dividers would be 10.0A99 MHz.

PLL Frequency Synthesizer ICs

There are several types of PLL frequency synthesizer integrated circuits available
today. Most contain digital phase detectors and presettable counters for the feed-
back divide. Some of the more advanced chips contain the control logic and
counters necessary for an external dual-modulus prescaler and can be preset
either serially or in parallel. One such chip is the Motorola MC145152-2. This
parallel-input PLL frequency synthesizer has many useful features, as shown in the
data sheets in Fig. 10.10.

EXAMPLE 10.4. In the spread-spectrum technique known as frequency hopping, the
carrier frequency is hopped over a bandwidth B, Each hop in frequency is located at a
predetermined frequency bin. (For more information on spread spectrum, refer to
Robert Dixon’s book Spread Spectrum Systems with Commercial Applications). Sup-
pose that we want to hop from 180.4 to 185.6 MHz [note that the fifth harmonic of these
frequencies is located in the ISM (Industrial, Scientific and Medical)} band] with at least
20 kHz between hops and at least 50 bins. Design a PLL frequency synthesizer circuit
that will implement these requirements.

Solution. The following components are used to design this circuit:

¢ 2-MHz crystal

» MC145152-2

* 27 X 16 bit ROM

* MC12017 (Motorola 64/65 Prescaler)
* Addition digital control logic

To begin with the hopping-bin channel spacing requirement of at least 20 kHz, a
2-MHz crystal is connected to the MC14512-2 with the reference address inputs
(pins 4, 5, 6) connecteéd such that the crystal is divided by 64(RA2 = 0, RA1 = 0,
RAOQ =,1). This gives a reference frequency of 31.25 kHz, and the maximum
numbér of hops is 5.2 MHz /31.25 kHz = 166.4 hops. For 185.6 MHz the values
of N and A are found as follows: First, let A = 0, and solve for N.

o 185.6 MHz
PN+ A="—=——"—— =5939.2 = 5939 SN =92
+ fr 31.25 kHz
Second, for this value of ¥, find A by
fo

A= ? — NP = 5939 — (92)(64) = 51

r
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MOTOHOLA ) Order this document
SEMICONDUCTOR TECHNICAL DATA by MC145151-2/D
MC145151-2
PLL Frequency Synthesizer MC145152-2
Family MC145155-2
CMOS MC145156-2
The devices described in this document are typically used as low—powar, Mc1 451 57"2
phase—locked loop frequency synthesizers. When combined with an extemnal -
low=pass fiter and voltage—controlled oscillator, these devices can provide all MC1 451 58 2
the remaining functions for a PLL frequency synthesizer operating up 1o the
device's trequency limit. For higher VGO frequency operation, a down mixer or
a prescaler can be usad between the VCO and the synthesizer IC.
Thaese frequancy synthesizer chips can be found in the following and other
applications:
CATV TV Tuning
AM/FM Radios Scanning Receivers
Two—Way Radios Amateur Radio
0sC +R 1
II CONTROL LOGIC ]
+A +N
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OUTPUT
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MC 1451522 Paralle-input, Dual-Modulus .......
MC145155-2 Senia-Input, Single—Meodulus ... ..
MC145156-2 SeriaInput, Dua-Madulus ., ...
MC145157-2 Serial-nput, Single—Modulus . . .
MC145158-2 Seriak-Input, DUa-MOGUILIS . .. v vt i e e e
FAMILY CHAHACTERISTICS

MU RAHNGE ..o ottt e r ettt
DC Electrical Characteristics ., ...
AG Electrical Chargoterigtics ............ooooooeo .
Timing Requirements . ... . ..oooirieaiaceiarareinns
Frequepcy Characteristics ....................
Phase Detactor/Lock Detector Gutput Waveforms

DESIGN CONSIDERATIONS
Phase~Locked Loop — Low—Pass Filter Dasign
Crystal Oscillator Considerations . ..
DUAFMOUIUS PTESCANNG - - . . ..o ot e tae ity vt r e ra Tttty

REV1
aes

& Motorola, Inc. 1995

FIGURE 10.10
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MC145151-2 BLOCK DIAGRAM

v 14 8 ROM REFERENCE DECODER —I
08Cyu AAD
£OCK
- '{“ perect [ LD
OSCipy ‘-i 14-BIT + R COUNTER —!—L
PHASE
DETECTOR |~ PDoyt
A
fin ———————— 14-8IT + N COUNTER l
v PHASE |
DD% }u DETECTOR _w
- TRANSMIT OFFSET ADDER j B "
AR AR AR AR W
NIZ Nt NO O NZNE M N2 MO

NOTE: N0 — N13 inputs and inputs RAO, RA1, and RA2 have puli-up resistors that are not shown.

PIN DESCRIPTIONS
INPUT PINS

{in
Frequency Input (Pin 1)

Input to the + N portion of the synthesizer. fi, is typically
derived from loop VCO and is ac coupled into the device. For
larger amplitude signals {standard CMOS logic ievels} dc
coupling may be used.

RAD - RA2
Reference Addrass Inputs (Pins 5, 6, 7)

These three inputs establish a code defining one of eight
possible divide values for the total reference divider, as
defined by the table befow.

Pull-up resistors ensure that inputs left apen remain at a
logic 1 and require only a SPST switch to alter data to the
zero state,

Reference Address Code Total
Divide
RA2 RA1 RAOQ Value
9 0 1} ]
[+] [} 1 128
[} 1 [¢] 256
1] 1 1 512
1 L] ] 1024
1 0 1 2048
1 1 4] 2410
1 1 1 8192
~
NO - NT1 T

N Counter Programnilng Inputs (Pins 11 - 20, 22 - 25}
These i mspmvidethedatau:uatispmselintome+N

counter it reaches the count of 2ero. N0 is the least sig-

niticant and N13 is the most significant. Pull-up resistors en-

sure thal inputs left open remaln at a legic 1 and require only
an SPST switch to alter data to the zero state.

TR
Transmit/Receive Offset Adder Input {Pin 21)

This input controls the ofiset added to the data provided at
the N inputs. This is normally used for offsetting the VCO
fraquency by an amount equal to the IF fraquency of the
transceiver. This offset is fixed at 856 when T/R is low and
gives no offset when T/R is high. A pullup resistor ensures
that no connection will appear as a logic 1 causing no offset
addition.

05Cjn, 0SCoyi”
Referance Oscillator Input/Output (Pins 27, 26)

These pins farm an on—chip reference oscillator when con-
nected to tenminals of an external paralle| resonant crystal,
Frequency setting capatitors of appropriate value must be
connected from OSCig to ground and OSCqyy to ground.
OSCjny may also serve as the input for an extemally-genar-
ated raference signal. This signal is typically ac coupled to
OS8Cin, but for larger amplitude signals (standard CMOS
logic levels) de coupling may also be used. In the external
reference mode, no connection is required to 0SCgout.

OUTPUT PINS

PDout
Phasge Datector A Qutput (Pin 4)

Three-state cutput of phase detector for use as loop—error
signal. Double—ended outputs are also available for this pur-
pose {see gy and gR).

Frequency fy > # or fyy Leading: Negative Pulses

Frequency fy < IR or ty Lagging: Positive Pulses

Frequency ty = fg and Phase Coincidence: High-imped-

ance State

MOTOROLA

MC145151-2 through MC145158-2
3

FIGURE 10,10 (continued)
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MOTOROLA

SEMICONDUCTOR TECHNICAL DATA

Parallel-Input PLL Frequency

Synthesizer b SUFFIX

Interfaces with Single-Modulus Prescalers s

28

The MC145161-2 is programmed by 14 parallel-input data lines for the 1

N counter and three input lines for the R counter, The device fealures consist of

a reference oscillator, selectable—reference divider, digital-phase detector, and

14-bit programmable divide—by-N counter. sgew SUFFIX
The MG145151-2 is an improved—performance drop—in replacement for the 28 m:;?;’:gs

MC145151-1, The power consumption has decreased and ESD and latch-up 1
performance have improved.

Oparating Temperature Range: — 40 to 85°C ORDERING INFORMATION

« Low Power Cansumption Through Use of GMOS Technology Mo g:gzm Plastic o
» 3.0to 9.0 V Supply Range
*  On-or Of—Chip Reference Oscillator Operation
= Leck Detect Signal
¢ +N Counter Qutput Available PIN ASSIGNMENT
« Single Modulus/Parailel Programming w1 20w
+ 8 User—Selectable + R Values: B, 128, 256, 512, 1024, 2048, 2410, 8192 vssl2 27 [l osey
+ + N Range = 3 1o 16383 n
o “Lineatized" Digital Phase Delsctor Enhances Transfer Funiction Linearity vonl) 3 26 [1 08Coy
s Two Error Signal Options: Single—Ended (Three-State) or Double—Ended PO (] 4 25 [ N1t
= Chip Complexity: 8000 FETs or 2000 Equivalent Gates Rao (] 5 24 [1N10
Ratl 6 23 [In3
razl] 7 22 [I N2
I~ s 210 ™TR
ewvllo 20 I N9
fyl] 1o 19 [INa
wln 18 [IN?
Nl 2 17 [INe
nelf 13 15 [INs
N3ll 14 15 [1 N4

REV1

@ MOTOROLA

@ Motorola, Inc. 1995

FIGURE 10.10 {continued)
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MC145152-2 BLOCK DIAGRAM
A2
AAL 12 % AOM REFERENCE DECODER —|
08Cpy RAp
2 »t 12
3 0cK
1
050Gy —l—{>°——-| 12-BIT + R COUNTER DETECT LD
M
""‘
CONTROL PHASE [— v
- ._| DEFECTOR | 4o
" ‘D
§-BIT -+ A COUNTER 10-BIT + N COUNTER

A Al A2 M

NG N2 NANS

N7 Ng

NOTE: N0 — N3, AD — A5, and RAD — RA2 hava pull-Lip resistors that are not shown.

PIN DESCRIPTIONS
INPUT PINS

fin
Frequency Input {Pin 1)

Input to the positive edge triggered + N and + A counters.
fin is typically derived from a dual-modulus prescaler and is
ac coupled into the device. For larger amplitude signals
(standard CMOS logic levels) dc coupling may be used.

RAQ, RA1, RA2
Asference Address Inputs (Pins 4, 5, 6}

These three inputs establish a code defining one of eight
possible divide values for the total reference divider. The
total refarenca divide values are as follows:

Reference Address Code Total
Divide
Value

8
64
128
256
512
1024
160
2048

ol
g
E

-k - OO0 O
OO --O D
OO0 -S s

NO - N9
N Counter Programming Inputs (Pins 11 — 20)

The N inputs provide the data that is preset into the + N
counter when it reachas the count of 0. NO is the least signifi-
cant dight and N9 is ftie most significant. Pufi~up resistors en-
sure that inputs lgft open remain at a logic 1 and requiré only
a SPST swl‘lfh to alter data to the zero state,

Av-as”
A Counter Programming Inputs
(Pins 23, 21, 22, 24, 25, 10)
The A inputs define the number of clock cycles of §j that
tequire a logic 0 on the MC output (see Dual-Modulus

Prescallng section). The A inputs all have intemal pull-up
resistors that ensure that inputs left open will remain at a
logic 1.

0SCyp, 05Cout

Reterence Oscillator Input/Output (Pins 27, 26)

These pins form an on—chip reference oscillator when con-
nected to terminals of an external parallel resonant crystal.
Frequency setting capacitors of appropriate value must be
connected from OSCip to ground and OSCqyt to ground.
OS8Cin may also serve as the inptt for an extemally-gener-
ated reference signal. This signal is typically ac coupled 1o
OSCijp, but for larger amplitude signals {standard CMOS
logic levels) dc coupling may also be used. In the extarnal
reference made, no connection is required to OSCout.

QUTPUT PINS

R, $V
Phase Detector B Outpuls (Pins 7, 8)

These phase detector outputs can be combined extemally
for & loop—error signal.

It the fraquency fy is greater than fi or if the phase of fy is
teading, then error information is provided by ¢y pulsing low.
¥R remains essentially high.

If the frequency fy is less than fg or if the phase of Iy is
lagging, then error information is provided by ¢R pulsing low.
v remains essentially high.

It the frequency of fy = iR and both ara in phase, then both

“ v and ¢q remain high except for a small minimum time

period when both pulse low in phase,

MC
Dual-Modulus Prascale Control Output (Pin 9)

Signal generatad by the on~chip control togic circuitry for
controlling an external dual-modulus prescaler. The MC
level will be low at the beginning of a count cycle and wil
remain low until the + A counter has counted down from its
programmed value. At this time, MC goes high and remains
high until the « N counter has counted the rest of the way
down from its programmed value (N — A additional counts
sinca both + N and + A are counting down during the first

MC145151-2 through MC145158-2
&

MOTOROLA

FIGURE 10.10 (continued)
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portion of the cycle). MG is then set bdck low, the counters
preset to their respective prograrmmed values, and the above
saquence repeated. This provides for a total programmable
divide value (NT) =M+ P + A where P and P + 1 represent the
duak-modulus prescaler divide values respectively for high
and low MG lavels, N the number programmed into the + N
counter, and A the number programmed into the + A counter.

LD
Lock Detector Output {Pin 28}

Essentially a high leval when loop is locked (iR, fy of same
phase and frequency). Pulses low when loop is out of lock,

cHAPTER 1(; Frequency Synthesizers

POWER SUPPLY
Vpp
Positive Power Supply (Pin 3)
The positive power supply potential. This pin may range
from + 3 to + 9 V wilh respect o Vgg.
Vss
Negative Power Supply (Pin 2)

The most negative supply potential. This pin is usuafly
ground.

TYPICAL APPLICATIONS

NO CONNECTS

A
—I: L T oo ——=- LOCK DETECT SIGNAL 150175 Mz
[ 102aMHz T | | | . 5Ktz STEPS
NOTE 1 =
08Coum RA2 RAt RAC LD A1
OSin :: R GO
+
L MC145152-2 e % mg
+V Yoo MG
o S n °T
= | noee N A5 A __t =
FULNALERRY /T |
GHANNEL PROGRAMMING MC12017

NOTES:
1. Offi—chip oscillator optional.

+ G465 PRESCALER

2. The $p and 4y outputs are fed to an extemal combinarioep filter. Ses the Phasa—Locked Loop — Low—Pass Filter
Designpage for additional information. The $r and ¢y outputs swing rail-lo—rail. Therefors, the user should be caraful
not to exceed the common moda input range of the op amp used in the combinar/oop filter.

Figura 1. Synthesizer for Land Mobile Radio VHF Bands

MCTOROLA

MC145151-2 through MC145158-2
7

FIGURE 10.10 (continued)
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RECEIVER 2VD L.
REF, O5C.
CTS
e 0sC. NO CONNE 30.720 MHz
{ON-CHIP OSC. e o o RECEIVER FIRST L.
OPTIONALL (" T T = LOCKDETECT SIGNAL 825 030 — 64960 MH2
I | | R C {30 iz STEPS)
05Coy  RAZ  AAI RAC LD
050, o
»w
wv—]vop MC15162-2
NOTE 5 MC
Vss
= n
No 1 A5 A
&llllllllli”lllj’[ NCTTT
+B4/85 PRESCALER | TRANSMITTER SIGNAL
CHANNEL PROGRAMMING NOTE 8 25090 —» 844,980 Mz
NOTES: ST

1. Racalver 18t LF. = 45 MHz, low side injection; Recelver 2nd LF. = 11.7 MHz, low side injection.

2. Duplex cperation with 45 MHz receivertransmit separation.

A fr=75kHz; + R = 2048,

4. Nota = N « 84 + A = 27501 10 28166; N = 429 10 440; A = 0 10 63.

5. MC145158-2 may be used where serlal data entry is desired.

6. High fraquancy prescalers (6.g.. MG12018 [520 MHz] and MC12022 [1 GHz]) may ba used for higher frequency VCO and trgt
Implgmentations.

7. Tha ¢R and ¢y cutputs are fed o an external combinerAoop fiter. See the Phase—Locked Loop — Low—Pass Filtar Design page for
additionalinformation. The 4y and ¢y outputs swing rall-to—rail. Therafore, the user should be careful not to exsead the common moede
input range of the op amp used in the combinaroop filter.

Figure 2. 666—Channel, Computer—Controlled, Moblle Radictelephone Synthesizer
for 800 MHz Cellular Radio Systems

MC145151-2 through MC145158-2 MOTOROLA
8

FIGURE 10.10 {continued)



424 cHAPTER 10: Frequency Synthesizers

In the same manner N = 90 and A = 13 for 180.4 MHz. Notice that the decimal val-
ues were rounded to the integer part. The decimal appears because the output fre-
guency choice was not a multiple of the reference frequency. The divide-counter
values are summarized below

N=92 N =90
A=51 A=12
P=64 P =64

f, = 185,593,750 Hz £, = 180,406,250 Hz

With these values there are 166 hops possible. Since only 50 hops are required and
we will need a 16-bit read-only memory (ROM)10 bits for the N counter and 6 bits
for the A counter) to store these digital values, it is best to use 128 hops and a 2 X
16 bit ROM. The new divide-counter values are

N =92 N =90
A=13 A=12
P =64 P =64

fo = 184, 406, 250 Hz f» = 180, 406, 250 Hz

A low-pass filter (LPF) is designed with the techniques learned in Chaps. 8 and 9,
and a VCO is designed with the techniques learned in Chap. 7. In addition, a timer
circuit is required to clock the ROM. The time interval for which a hop is in a fre-
quency bin is called the dwell time. For this application, the dwell time must be at
least as long as the longest settling time of the PLL (note, as stated earlier in this
chapter, that the different divide values change the open-loop gain and the loop
dynamics). A block diagram of this implementation is given in Fig. 10.11.

Down Conversion

Another approach to circumventing the high-frequency limitation of the program-
mable dividers is to shift the output frequency down by mixing the output fre-
quency with a local oscillator frequency. Figure 10.12 illustrates a single down-
conversion synthesizer. The low-pass filter following the mixer is used to filter out
the hjgher mixer output frequency f, + f;. The divider output frequency is

fd=fr=f0;,fL

50 Jo=fo+Nf;

The main disadvantages of this method are that the complexity and size are
increased, the possibility of spurious components being introduced by the mixer is
increased, and the phase lag of the filter used in the feedback path can degrade the
loop performance.
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= Out

et
0sG,, LPF |  VCO
v [
L MC145152-2 MC
+V = Vpp
MC12017 |
J:‘VSSN NA“_Af‘.nHI—— sa65 |
L 9 05 0
Prescaler
27 X 16 bit ROM
Timer »~( Address control logic
FIGURE 10.11
Implementation of PLL frequency synthesizer using MC145152-2.
| Phase _| Low-pass N
I detector filter Yco — o
®‘_ fi:
o= N Low-pass
TN filter
FIGURE 10.12

A PLL frequency synthesizer with down conversion.

Methods for Redﬁcing Switching Time and/or Widening the Loop Bandwidth

There are methods available for circumventing the conflict between the need for
fine frequency resolution and the need to quickly change frequencies. A method of
reducing the response time is to include a coarse steering signal. When the fre-
quency is changed by altering the divide ratio N, a steering signal can be generated
and applied immediately to direct the VCO to the new frequency (see Fig. 10.13).
The steering signal can be obtained from a lookup table stored in memory with the
D/A converter used to gencrate the analog steering signal. Another frequently used
method is to incorporate multiple phase-locked loops in the synthesizer.
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Low-pass 7N FIGURE 10.13
filter £ veo Coarse steering can be used to reduce
PLL switching time.

Coarse
steering

A VCO NPV .

detector h
E
+ N -+
FIGURE 10.14

A PLL frequency synthesizer with a postdivider for increased
frequency resolution.

Multiple-loop frequency synthesizers

One possible method of obtaining fine frequency resolution with a high refer-
ence frequency is illustrated in Fig. 10.14. The output frequency is obtained by
dividing the VCO output frequency by M, That is,

Nf.
fo= 7
and the frequency resolution is
_ &
=

Hence fine res_olutiprf is obtained by making sure that M is sufficiently large. A prob-
lem inherent iti this technique is that the loop frequency may become too large. The
difficulty is illustrated by the following numerical example.

EXAMPLE 10.5. Consider the design of a frequency synthesizer to cover the frequency
range from 10 to 10.1 MHz with 1-kHz resolution. The reference frequency is to be 100
kHz. To obtain the 1-kHz frequency resolution from the 100-kHz reference frequency
requires that the VCO output frequency be divided by 100. An output frequency of 10
MHz will require that the VCO be operating at 1 GHz!

Although adding a postdivider is not a good solution in general, the concept
does find practical application in multiple-loop synthesizers. A multiple-loop syn-
thesizer uses one or more loops to obtain the fine frequency resolution and com-
bines the outputs of these loops with that of another loop, which generates the
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high-frequency components of the desired output frequency. The principles in-
volved can be easily understood by examining one such synthesizer.

EXAMPLE 1¢.6. Consider the design of a frequency synthesizer to cover the fre-
quency range from 35.40 to 40.00 MHz in 1-kHz increments. If this is to be accom-
plished in a single-loop synthesizer, a reference frequency of 1 kHz will be required
(with a response time of approximately 25 ms), together with the divide ratio N

3540 x 10° < N < 40.00 x 10°

An alternate design is shown in Fig. 10.15.> The synthesizer consists of three PLLs.
PLLs A and B both use the 100-kHz reference frequency. Loop C locks the divided out-
put of loop A (fa) to the difference between the output frequency £, and the output of
loop B (/). That is,

fa=fo—fo (10.15)
or Jo=fa+ fa (10.16)

Phase-locked loop C serves as a mixer and filter for f, and fg. If f4 and fy are directly
combined in a mixer, the sum and difference frequencies will be too close together to be
adequately separated with a bandpass filter. The present technique of using a phase-
locked loop for frequency mixing does accomplish good separation.

Sirkce the reference frequency of loop A is 100 kHz, its output frequency f, can be
varied in 100-kHz increments, and

Ja
A= =N, x 103
/i 100 A
100 kHz 5
—y] FPhase »|  Filter VCOA »| + 100
detector

Loop A A
N _ Phase _} Loop
A detector | rilter

‘ Loop C

. Bandpass vcoc

. filter

= *
i\
»| Phase »| Filter > VCOB - -
detector — +
1 Mixer £,
Loop B
NB s
FIGURE 10.15

The three-loop frequency synthesizer discussed in Example 10.6.
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varies in 1-kHz increments. Loop A is used to generate the 1- and 10-kHz increments
of output frequency, and loop B the 0.1- and 1-MHz changes in output frequency. Fre-
quency fa could be selected to vary between 0 and 99 kHz in 1-kHz increments, but
Fa also serves as the reference frequency for loop C. If, for example, f, = 1 kHz, this
will require that loop C be a relatively slow loop and will determine the overall
response time of the synthesizer. To reduce the response time of loop C, f, is increased
by 300 kHz so that

300kHz < fa < 399kHz
Therefore, 30x 107 < f, <3.99 x 107
and 300 < N; <399
Since fg = f, — fa, frequency fp is reduced by 300 kHz so that
3540—-03 < fg <40—-03MHz
and 351 < Ng <397

The response time of the frequency synthesizer is determined by the response times
of loops A and B, both of which have a reference frequency of 100 kHz. Hence the over-
all response time will be approximately 25 X 107* ms, even though 1-kHz frequency
increments are obtained. Frequency resolution down to 10 Hz could be obtained by first
combining loop A with another loop and a divide-by-100 circuit (requiring two addi-
tional loops).

-

Fractional-V loops

An alternative method of decreasing loop response time would be possible it ¥
could be made to take on fractional values. The output frequency could then be
changed in fractional increments of the reference frequency. Although a digital
divider cannot provide a fractional division ratio, ways can be found to effectively
accomplish the same task. The technique was originally called digiphase,” and a
commercial version® is referred to as Fractional-N. The most frequently used
method is to divide the output frequency by N + 1 every M cycles and to divide by
N the rest of the time. The effective divisien ratio is then N + M~!, and the aver-
age output frequency is given by
fr=(N+MYf, (10.17)

This gxpression shows that £, can be varied in fractional increments of the reference
frequency by varying M. A simplified method for generating the fractional division
is shown in Fig. 10.16. The divider divides the input frequency by N, and the
counter counts the number of cycles of waveform output. Each time the counter
reaches a count of M — 1, the counter output goes low for one input cycle and one
input cycle does not reach the divider. Therefore, the divider requires N + 1 input
cycles to change state.
The number of output cycles during one complete cycle of the M counter is

Jfo=faNM = 1) + fu(N+1) = fa(NM + 1)
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no. ) J FIGURE 10.16
+ N A simplified method of implementing frac-
tional division.

M counter

1

Inhibit

and the average output frequency per cycle of the M counter is

(fo)av = fd(N + Mﬁl)

The average frequency at the divider output is the output frequency divided by
N + M1, 50 a form of fractional division has been realized. The method of imple-
menting fractional-N division shown in Fig. 10.16 will work as long as M is an inte-
ger, but normally it will not be. A more general method of implementing fractional
division can be obtained by using a phase accumulator. The phase accumulator
approach is illustrated by the following example.

EXAMPLE 10.7. Consider the problem of generating 455 kHz by using a fractional-N¥
loop with a 100-kHz reference frequency. The integer part of the division is N = 4, and
the fractional partis M~! = 0.55, or M = 1.8, Clearly M is not an integer; the VCO out-
put is to be divided by 5(N 4 1) every 1.8 cycles, or 35 times every 100 cycles.
Although M is not an integer, the fractional division can be easily implemented by
adding the number 0.55 M ~! to the contents of an accumulator every output cycle. Each
time the accumulator overflows (the contents exceed 1)the divider divides by 5 rather
than by 4, Only the fractional value of the addition is retained in the phase accumulator.

The phase accumulator realization of fractional division is illustrated in
Fig. 10.17. Fine frequency resolution can be arbitrarily obtained by increasing the
length of the phase accumulator. The previous example used a 100-kHz reference
frequency. A resolution of 105/10° = 1 Hz could be obtained by using a five-stage
binary-coded decimal (BCD) accumulator. The performance of a fractional-¥
synthesizer will be further illustrated with another numerical example.

EXAMPLE 10.8 Consider the problem of incrementing the output frequency of a 1-
MHz synthesizer by 1000 Hz, the reference frequency being 10 kHz. Since

" fo=(N+M)f,
# ¥ Divider output FIGURE 10,17
A phase accumulator used for fractional
Ja division.

1/M =l Accumulator |-

L

Carry

forM
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N =100;if f, is to be increased to 1.001 x 10° Hz, then M = 10. That is, at every 10
reference cycles (10° output cycles), the output frequency is divided by 101. The aver-
age output frequency is then 100.1 x 10° Hz, which is the desired frequency. While the
reference signal goes through one period, the VCO signal goes through 100.1 cycles and
the output of the divider (+-100) goes through 1.001 cycles; its phase relative to the ref-
erence frequency advances by 0,001 x 2x rad each reference cycle. After the 10 refer-
ence cycles, the divider reference output leads the reference signal by 0.01 x 2m rad. At
this time one VCO cycle is skipped; the skipping of one VCO cycle delays the divider
output by 0.01 x 2 rad, which is exactly how much the divider output had increased
in phase.

Although the average output frequency was 1.001 MHz in the preceding exam-
ple, the instantaneous output frequency changes with each reference cycle because
of the increasing phase difference between the divider output and the reference sig-
nal. The timing diagram of Fig. 10.18 illustrates this point. If the divider output fre-
quency is slightly faster than the reference frequency, the phase-detector output will
consist of pulses of increasing width, and the dc value of these pulses will appear as
shown in Fig. 10.19. This voltage will create fluctuations in the output frequency if
the frequency is not eliminated before it reaches the VCO.

Figure 10.20 contains a simplified diagram of a fractional-N synthesizer that
eliminates the deterministic noise occurring at the phase-detector output by adding
a signal equal in magnitude and opposite in sign to the deterministic voltage present
at the detector output. The fraction register, adder, and phase register determine how
often a pulse is to be removed from the VCO output. The phase register contains the

A Timing signals in a PLL frequency syn-

thesizer using fractional division.

PD output

v, ) . FIGURE 10.19

' ' Typical waveform of the aver-
age value of the phase-detector
output of a fractional-N

0.04 x 27 |- —— e m — —— synthesizer.

>
rd

N N I |
1 2 3 4 5 6 1T 8 9 10

Reference cycles
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vCO
3
Carry n Pulse
M 7| remover
l Low-pass
filter
Fraction _§\| Phase + N 1
register g register
D/A
Phase
Reference > —| detector 7| Summing
amplifier
Programmable
N | amplifier
FIGURE 10.20

A complete fractional-N frequency synthesizer.

fractional portion of the divisor, and this information is converted to an analog sig-
nal in the D/A converter. The analog signal is then used to reduce the phase noise.

One further feature of this analog noise-canceling signal is that it depends on
both M and N. If, for example, it is desired to synthesize a frequency of 2.001 MHz,
then M is again 10, and every 10 reference cycles the output frequency is divided by
201. During each reference cycle the VCO goes through 200.1 cycles. Therefore, the
divider output phase relative to the reference frequency advances by 0.001/2 x 2%
rad each reference cycle. This phase increment is one-half of that which occurs for
an output frequency of 1.001 MHz. In general, the amplitude of these steps is
inversely proportional to frequency. Therefore, the D/A output amplitude must be
adjusted by a programmable gain amplifier, with the gain inversely proportional to
N. The analog signal is subtracted from the phase-detector output in order to provide
a low-noise:VCO control signal.

EY
*

N 104
DIRECT DIGITAL SYNTHESIS®

Direct digital frequency synthesis (DDFS) is achieved either by solving a digital
recursion relationship using a general-purpose computer or microcomputer or by
storing the sine wave values in a lookup table. Recent advances in microelectronics®
make DDFS practical at frequencies up to approximately 150 MHz. Further scaling,
the use of pipeline phase accumulators, and the use of parallel-architecture D/A
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converters may soon enable frequencies up to 500 MHz. The synthesizers can be
small and low-power and can provide very fine frequency resolution (can be less
than 1 Hz) with virtually instantaneous, phase-coherent switching of frequencies. In
addition, they have a very fast settling time (usually measured in nanoseconds),
experience minimal drift, and exhibit very little phase noise.

There are at least two problems with the method of solving a linear recur-
sion relationship to generate the sine wave. The noise can increase until a limit
cycle (nonlinear oscillation) occurs. Also, the finite word length used to represent
the coefficients places a limitation on the frequency resolution. For these two
reasons, the direct table lookup method is preferred today. One direct table
lookup method outputs the same points for each cycle of the sine wave and
changes the output frequency by adjusting the rate at which the data are output.
It is relatively difficult to obtain fine frequency resolution with this approach,
and a modified table lookup method is usually used if fine frequency resolution
is desired. It is the latter method that will be described here. The basic idea is to
store N uniformly spaced samples of a sine wave in memory and then to output
these samples at a uniform rate to a digital-to-analog converter, where they are
converted to an analog signal. The lowest-output-frequency waveform then will
contain N distinct points. A waveform of twice the frequency can then be gener-
ated by using the same data output rate but outputting every other value stored
in memory. A waveform k times as fast is obtained by outputting every kth point
at the same rate. The frequency resolution is the same as the lowest frequency
fi. There is an upper frequency limit that is determined by the number of points
stored in memory. Theoretically, it is only necessary tq output two samples of the
sine wave and to recover the fundamental frequency with analog filtering on the
output of the D/A converter. Normally four or more points are used in the high-
est frequency signal, as this somewhat eases the requirements of the analog filter
at the output. The architecture of a complete DDFS is shown in Fig. 10.21. The
system consists of a phase accumulator, which is simply a digital accumulator, a
read-only memory, a reference oscillator, a D/A converter, and a low-pass filter.
To generate the lowest frequency, the value 1 is added to the phase accumulator
each reference cycle, and the next value from the lookup table is outputted. To
output the frequency which is k times as fast as the lowest frequency, the value
k is added to the phase accumulator each time and the corresponding value from
the lookup table is cutputted.

»
L

. Output
Specified -»-{ Accumulator = Memory > DiA | LOwepass L,
frequency converter filter

1
Clock
FIGURE 10.21

A direct digital frequency synthesizer (DDES).
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To determine the frequency resolution of a DDFS system, consider a 2™-bit
phase accumulator and a reference clock f,,. This phase accumulator can address up
to 2V different ROM locations (i.e., samples); and if it is incremented by 1 on each
clock edge, then all 2" samples are accessed. Assuming that all the samples are
unique (usually the case), the frequency resolution is given by

fr= % (10.18)

For example, with a 32-bit accumulator and a 10-MHz clock, the frequency resolu-
tion is 2.33 mHz!

If P samples are used to represent the waveform at the highest output fre-
qUeNcy fmax, then N = (fax/fin). P samples are used in the lowest-frequency
waveform. The number N is limited by the amount of available memory, and P,
which must be greater than 2, is determined by the output low-pass filtering require-
ments. For the period of the highest output frequency,

T, ! PT L

max — '}.‘; = or f max — PT
where T is the reference clock’s period. Therefore, the highest possible obtainable
output frequency is determined by the fastest sampling rate possible. The single most
important factor limiting the high-frequency performance of direct frequency syn-
thesizers is the speed of the D/A converter. Not only does it limit the maximum out-
put frequency, but also it introduces noise and harmonic distortion. For frequency
synthesizers realized with a microprocessor, the upper frequency limit will be deter-
mined by the number of computer clock cycles required to do the phase accumula-
tion and memory lookup transfer. For the new high-speed digital signal-processing
integrated circuits, this time can be reduced to less than 20 ns, There is no lower limit
on the lowest output frequency with this method. It will be subsequently shown that
the lower frequency limit can be extended simply by extending the size of the phase
accumulator.

To complete the DDFS, the memory size and length (number of bits) of each
word must be determined. Word length is determined by the system noise require-
ments. The D/A output samples are those of an exact sinusoid corrupted with deter-
ministic noise due to the truncation caused by the finite length of the digital words.
It can be shown that if an (# + 1)-bit word length is used (including 1 bit as the sign
bit), the worst-case noise power (relative to the signal) due to the truncation will be
approxjmately ‘

*=@2"1' o oo’=-6n dB (10.19)
For each bit added to the word length, the spectral purity improves by 6 dB.

EXAMPLE 10.9. What word length will be required in a DDFS if the output spectral
purity is to be at least 80 dB?

Solution. Since the noise power is —6n dB, n must be at least 14. One additional bit is
needed for the sign; therefore, the minimum word length needed is 15 bits for an 80-dB
signal-to-noise ratio.
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For four output samples at the highest frequency, the memory size is deter-
mined from Eq. (10.18)

N=4»Ili

fu

where N is the number of points in the lowest-frequency sinusoid. Clearly N words
of memory would be sufficient for storing the data. However, the amount of mem-
ory required can usually be markedly reduced. First, it is only necessary to store the
values for the first quadrant (0 to 90°) of the sine wave, since the values for the other
three quadrants can be computed directly from these values; so a maximum of
N/4 = f,/f. memory points is required. The amount of memory can also be
reduced by including one or more multipliers; but since multiplication is relatively
slow, particularly with microprocessors, and memory is small and inexpensive,
multiplication is rarely used to reduce the memory requirements. The amount of
memory may still be reduced from that specified by Eq. (10.19) when the spectral
purity requirements are not too severe. This point is illustrated in the following
example.

EXAMPLE 10.10. Design a DDFS to cover the frequency range 0 to 10 kHz with a fre-
quency resolution of at least 0.001 Hz. The spectral purity is to be at least 40 dB.

Solution. The use of 8-bit words, including the sign bit, wilt give a spectral purity of
42 dB (6 x 7), and this meets the noise specification. Since
4
N4 Ii‘_ _ 4 % 10
fi 0.001
it appears at first inspection that a large amount of memory is required. However, only
28 — 256 different words can be realized using 8-bit words, so 256 memory locations
should suffice. The explanation of this apparent contradiction is that although 4 x 1¢7
different points are specified, the phase increments A = @7 are so small that approx-
imately 2% + 28 = 2'% increments are needed before a change is registered in the 8-bit
word. (A 26-bit word would be required to represent all 2%° words.) The complete
design is illustrated in Fig. 10.22. If four samples are used to represent the maximum
frequency of 10 kHz, then a 40-kHz clock is required. From Eq. (10.18), for a resolu-
tion of at least 1 mHz, a 26-bit phase accumulator is required. However, only 8 bits are
needed to address the ROM, and the remainder of the phase accumulator bits is unused.

=4 x 107 < 2%

i

Specified | | 26-bit 128word | | Dia | Tow-pass | U
frequency accurnulator memory " | converter filter
I
40-kHz
Clock
FIGURE 10.22

The direct digital frequency synthesizer discussed in Example 10.10.
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This procedure is known as phase accumulator truncation and adds noise spurs to the
output spectrum. The strength of these spurs and their location in the spectrum were first
determined by Henry T. Nicholas, III, and Henry Sarnueli in their paper “An Analysis
of the Output Spectrum of Direct Digital Frequency Synthesizers in the Presence of
Phase-Accumulator Truncation.”” The worst-case magnitude of a spur is given by

sy T(ECW,27)/27

=2 Rl (FCW, 27Y/27]

where T is the number of bits truncated, N is the number of phase accumulator bits,
FCW is the frequency control word (the amount that the phase accumulator is incre-
mented), and (FCW, 2T} represents the greatest common divisor (GCD) of FCW and
27. With a simple hardware modification,’ the FCW is held relatively prime to 27 and
reduces the expression (FCW, 27) 1o unity. In this case the worst-case spur amplitude is
about —48.2 dBc for 18 bits of truncation, and the design requirements are still satisfied.
Notice that greater frequency resolution could be obtained by increasing the number of
phase accumulator bits, but at the cost of greater-magnitude noise spurs.

At the upper frequency limit f,, the output waveform will consist of only four
samples, and so it will not ook much like a sine wave unless the harmonics of the
fundamental frequency are removed by a low-pass filter. This filter should have a
bandwidth slightly greater than f, and a steep attenuation rate outside the passband.
Although the harmonic filtering will not be as great for lower-frequency wave-
forms, these waveforms contain more sample points, and hence the harmonic con-
tent will be less.

The main drawback of DDFS is that it is limited tg relatively low frequencies.
The upper frequency is restricted by the maximum possible clock frequency and the
settling time of the D/A converter. In addition, at higher frequencies the power con-
sumption can become large. (Combining DDFS for fine frequency resolution with
other synthesis methods to obtain high-frequency performance is discussed in the
next section.) DDES is also spectrally noisier than the other methods. The spectral
content of spurs due to phase accumulator truncation changes with each new FCW
value, making the low-pass filtering requirements very stringent. More importantly,
as seen by Eq. (10.19), the magnitude of the noise spurs at the output is directly
affected by the bit resolution of the D/A converter (DAC).

Despite these disadvantages, DDFS systems are easily constructed with con-
ventional components; they are flexible, have fast settling times, maintain phase
coherence bétween ftequency steps, and have very good frequency resolution.
DDFS systems also offer easy digital modulation (on-off keyed and FM at the
accurfulator phase between the accumulator and ROM, and AM between the ROM
and D/A converter. In addition, since the phase progresses in a linear manner, the
phase linearity is the same as the reference clock’s progression linearity. A DDFS
system is essentially a clock divider, making the phase noise of the system normal-
ly less than that of clock (low-phase noise crystal).

Integrated-circuit versions of the DDFS system are available from many ven-
dors including Harris Semiconductor and Analog Devices. For example, the Analog
Devices AD9850 is a 28-pin DDFS with a 10-bit DAC and 32-bit phase accumula-
tor, and it can be clocked up to 125 MHz. Current research efforts are focused on
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improving the settling time and resolution of the DAC, compressing the ROM sam-
ples, lowering the power consumption, and reducing the noise spurs at the system
output. If these issues can be resolved, the DDFS may become the main frequency
synthesis architecture in the future.

B 105
SYNTHESIZER DESIGN EXAMPLE

Consider the design of a frequency synthesizer to cover the range of 198 to 200 MHz
in 10-Hz increments. The frequency switching time should be as short as possible.
These specifications are typical of those imposed on a synthesizer to be contained in
a satellite communication system. Fine frequency resolution and short settling time
are required in a system which uses frequency hopping as a means of preventing
unauthorized reception of the data transmission. A switching time of 10 us is realis-
tic today.

There are many systems that can meet the frequency and resolution require-
ments. They include

1. A single-loop indirect synthesizer

2. A multiple-loop indirect synthesizer

3. A fractional-N synthesizer combined with one or more local oscillators for up
conversion

4. A direct frequency synthesizer

5. APLL-DDFS combination

6. A combination of DDFS, direct, and indirect synthesizers

-

The following discussion considers some of these possibilities.

The single-loop indirect (PLL) synthesizer is not a good choice for several rea-
sons, First, N must vary from 19.8 x 105 to 20 x 10°, and programmable dividers
that operate at 198 MHz are not yet available. However, a variable-modulus prescaler
could be added to reduce the speed requirements of the programmable dividers. Also,
the 10-Hz frequency resolution specification requires that the reference frequency be
10 Hz. For a 10-Hz reference frequency, the loop settling time would be on the order
of 2.5 s, which is must too slow.

A two-loop synthesizer that can cover the specified frequency spectrum is
shown in Fig. 10.23. The output frequency is the sum of the local oscillator fre-
quengy f; and the frequency of VCO 1(f1). That is,

fo=fi+f (1020)
The output f; is found from
_ Si— fa/1000
fr= — (10.21)
and g2 N2 (1022)

N
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FIGURE 10.23
A hybrid frequency synthesizer.
Therefore, fo=fi+M + _fr
" 1000
- (10.23)
= fu+ M+ NI T
1000~ 2000

for a reference frequency f, = 10 kHz, and
, = 1.0005f; + 10°M + 10N

where N could be a three-digit decimal number (1 to 999) to select the three least
significant digits of the frequency, and M could vary between 0 and 200 to select the
three most significant digits. But then the output bandpass filter requirements would
be too stringent. Therefore, it is better to place a minimum value on M and reduce
Jfi such that Eq. (1Q.23) is satisfied. For example, M could vary from 800 to 1000;
then e ‘

. " 1.0005 f, = 198 x 10° — 800 x 10*
or fr = 189.90504 x 10° Hz

For this synthesizer the reference frequency for each loop is 10 kHz, so the settling
time will be approximately #, = 25/10* = 2.5 ms, which is a marked improvement
over the single-loop system. If a shorter settling time is required, other alternatives
need to be considered. Another possibility would be a three-loop synthesizer. The
design of such a system is left as an exercise.

A direct frequency synthesizer could be designed to meet the specifications, but
the hardware would be complex. A direct synthesizer using double-mix-and-divide
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modules would require seven such modules. Currently, a DDFS cannot be used
because of the high output frequency required, but a direct digital frequency syn-
thesizer could be used to obtain the fine frequency resolution with a very short set-
tling time. The DDFS could then be combined with a direct or indirect synthesizer
to obtain the high output frequency.

Figure 10.24 illustrates one possible solution to the design problem. The DDFS
realizes 1 to 3 MHz in 10-Hz increments. The lower frequency is offset to 1 MHz
in order to make the first high-pass filter practical. An infinite variety of frequencies
could be selected for the mixing frequencies, but the combination of f; = 7 MHz,
f>» =30 MHz, and f; = 160 MHz is one possibility. As previously described, the
memory requirements for the DDFS will be determined by the word length, which
is determined by the noise specification.

Figure 10.25 illustrates another solution to the problem. The configuration is
often referred to as a direct digital/direct/indirect hybrid synthesizer. In this system,

DDFS : BPF | BPF | BPF p—>»

h 5 A

FIGURE 10.24
A combination direct/direct digital frequency synthesizer. _

i hi+fy
DDFS | BPF » PD LPF
A t
=27 LPF
3
_)’:, .
X 189 - - - VCO |
1~
+ N LPF
Y
Output
+ 100 PD +{ LPF - VCO 2
FIGURE 10.25

A hybrid frequency synthesizer.




10.6 Phase Noise 439

the DDFS generates the frequencies 2.0 to 2.1 MHz in 10-Hz increments ( fa). The
minimum frequency of 2.0 MHz is selected to ease the requirements of the band-
pass filter. The lower PLL uses a reference frequency of 100 kHz to generate the fre-
quency increments of 100 kHz (1 < N < 21). Since the DDFS responds almost
instantaneously, the overall settling time is determined primarily by the loop with
the 100-kHz reference frequency; the settling time is estimated to be 250 us.

® 10.6
PHASE NOISE

The preceding discussion of frequency synthesizers emphasized that the output
noise is an important design consideration. The main sources of output noise in PLL
synthesizers are spurious components at the reference frequency and at its harmon-
ics (due to the phase detector) and the noise originating in the VCO. This noise cre-
ates a theoretical noise floor, which is a minimum against which actual systems can
be compared. As shown earlier, the phase noise for a DDFS is actually less than that
of the reference clock.

A Model for Oscillator Phase Noise

If the power spectral density (power as a function of frequency) is measured at the
output of an oscillator, a curve such as that of Fig. 10.7 is observed. Rather than all
the power’s being concentrated at the oscillator frequency, some of the power is dis-
tributed in frequency bands on both sides of the oscillator frequency. These un-
wanted frequency components are referred to as oscillator noise.

Oscillator noise will have a different impact on system performance depending
upon the application. The noise of a synthesizer used in a transmitter is transmitted
on frequencies above and below the desired frequency of transmission. A similar
process occurs in a receiver. The local oscillator phase noise can mix with an un-
wanted signal to create an unwanted signal in the intermediate-frequency (IF) pass-
band. This process is referred to as reciprocal mixing. The phase noise is one of the
limiting factors in determining how closely spaced (in the frequency domain) two
communication channels can be.

With a spectrum analyzer, it will not be possible to measure the noise charac-
teristicg of a signal unless the spectrum analyzer oscillators have substantially less
noisethan the signal to be measured. Leeson® developed a model that describes the
origins of phase noise in oscillators, and since it closely fits experimental data, the
model is widely used and will be described later in this chapter. First a relation
between the observed power spectral density function and €(¢) will be developed.

The oscillator output S(z) can be expressed by

$(t) = V(#) coslw,t +0(2)] (10.24)

where V(t) describes the amplitude variation as a function of time, and 6(¢) is the
phase variation [6(¢) is referred to as phase noise.] A well-designed, high-quality
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oscillator is very amplitude-stable, and V(r) can be considered constant. For a con-
stant amplitude signal, all oscillator noise is due to 8(2).

A carrier signal of amplitude V and frequency f,, which is frequency-
modulated by a sine wave of frequency f,,, can be represented by

Af .
S@) = Vcos (w,,t + f_ sin wmt) (10.25)

where Afis the peak frequency deviation and 6, = Af/f, is the peak phase devi-
ation, often referred to as the modulation index S. Equation (10.25) can be ex-
panded as

§(t) = V[cos(w,t) cos(fp sin wy,t) — sin(w,?) sin(f, sinwxt)] (10.26)
If the peak phase deviation is much less than 1 (6, < 1), then
cos(f, sinwy,t) = 1
and sin(f, sin wyt) ~ 6, sin Wy, !
That is, for 8, < 1, the signal S(z) is approximately equal to
S(2) = Vcos w,t — sinw,t {0, sinwy,t)]
— V{cos Wt — %p[cos(coa + @)t — cos{w, — w,,,)t]} (10.29

Equation (10.27) shows that if the peak phase deviation is small, the phase
deviation results in frequency components on each side of the carrier of amplitude
V#8,/2. This development has shown that a constant-amplitude signal of frequency
f, phase-modulated with a signal of constant frequency f,, and peak phase deviation
8, results in frequency sidebands at the frequencies f, & f». The ratio of the peak
sideband voltage V,, to the peak carrier voltage V is

V, 6,
v o2
and the power ratio is o
' Vv _ 6 _ O
| . (_V-) =4 =0 (10.28)

It is guetomary to extend this result to the interpretation of the power spectral den-
sity of a constant-amplitude signal. Consider the normalized power spectral density
plot shown in Fig. 10.26. If the normalized power spectral density P,(f) is approx-
imately constant over a unit bandwidth, then the power in that bandwidth S, is
Smt1/2
st =[P df = Boln) (1029)
fo—1/2

Since Py(f) is symmetric about the carrier frequency f,, the power in both side-
bands is

So(fin) = 2Pp(fr) (10.30)
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BN\ FIGURE 10.26
Oscillator-noise-power spectral
density.

This noise power is interpreted as due to a phase-modulating noise at the fre-
quency f:

05 (fn)
2

where 6, is the peak value of the phase modulation. Then S,(f) is the ratio of
power in the unit bandwidth centered at f,, to the carrier power. With this interpre-
tation of the noise-power spectral density, the nois¢ can now be described in terms
of its origins. -

We will assume that the oscillator is composed of an amplifier with gain A and
a high-Q resonant circuit, as illustrated in block diagram form in Fig. 10.27. Since
the gain of the resonant circuit has been normalized to unity at the resonant fre-
quency f,, the amplifier gain A must also be unity in order for the circuit to oscil-
late. Let S, represent the amplifier-noise-power spectral density referenced to the
amplifier input. The available white noise N power per unit bandwidth at the ampli-
fier input is given by

So(fm) = 02, (f) = (10.31)

N =N;+N, = FkT {10.32)
where F is the amplifier noise figure. Therefore, the ratio of white noise power
per unit bandwidth'to signal power P; is FkT/P;, which is a component of S,. In

N FIGURE 10.27
+ A model used to characterize oscillator noise.

1 + Qe — -1
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addition, amplifiers generste an additional “flicker,” or 1/f phase noise, about the
carrier frequency, assumed probably to be due to carrier density fluctuations in the
transistor.

A plot of a typical S, spectrum is contained in Fig. 10.28. For frequencies
below f,, Sp has a 1/f spectrum. At higher frequencies, the spectrum is flat and
equal to FkT/P.. The frequency f, below which the spectrum has a 1/f shape
depends upon the characteristic of the individual amplifier. For the circuit of
Fig. 10.28 with positive feedback and an A of 1, the closed-loop steady-state trans-
fer function between the amplifier input and output is given by

Clw) o .
Stiw) = [1 — H{jw)] (10.33)
-1
where H(jw) = [1 + jQ(— - &)] (10.34)
w, @

Since H{jw) is a high-@ filter and we are interested in describing the noise power
distribution about the center frequency w,, H(jw) can be replaced by its low-pass
equivalent.”

-1
H.(jw) = (1 +*"°) - (10.35)
Wy,
Wy
h = — 10.36
where W 20 ( )

is the equivalent bandwidth. The noise-power spectral density S,(w) at the output
of a filter with a voltage transfer function G(w) in terms of the spectral density
S; (w) of the input noise, is given by

5,(®) = S:i(w) |G (@) (10.37)

Therefore, the ratio of the equivalent phase noise-to-signal power S, of the closed-
loop system measured at the output of the unity-gain amplifier is

Sp =Sl - H@)T'
_ . Ss
T =+ jefo) 0 — (1= jo/w)]

R Se(1+w2/w;_) (10.38)
wz/wl.

2
-s(io3)
[}

which can be written {using Eqs. (10.28), (10.32), and (10.36)] as

2
Spl@) = So(w)(1+ 2 gz wz) (10.39)
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FIGURE 10.28

Sl ki
1 Amplifier-noise-power spectral density.
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This is the expression proposed by Leeson® for describing the noise at the output of
an oscillator.

For Sp as depicted in Fig. 10.28, the output phase noise spectrum S, is as shown
in Fig. 10.294, provided the filter bandwidth is greater than the f, of the amplifier.
At frequencies close to the carrier frequency f,, the noise power decreases with a
1/f3 (—18 dB per octave) slope; between f, and f; the power spectral density
(PSD) decreases as 1/f? (—12 dB per octave); and for frequencies above the filter
bandwidth, the output phase noise is white, If the filter bandwidth f; is less than
Ja. the noise PSD is as depicted in Fig. 10.295. In this case the PSD decreases as
t/f (—6 dB per octave) for frequencies between fi and f, and is independent of
frequency for frequencies greater than f,. Equation (10.39) provides a quantitative
measure for comparing an oscillator’s noise performance to a theoretical minimum
based on the amplifier’s noise figure and f£,. -

At high frequencies, the oscillator noise floor is proportional to the noise figure
of the amplifier used in realizing the oscillator. Since the minimum noise figure is
1, the minimum noise floor is k7, or —174 dB/Hz. At lower frequencies close to
the oscillating frequency, the noise increases, but it is seen from Eq. (10.39) that the
actual amplitude is inversely proportional to Q” of the resonator. So the higher
the O, the smaller will be the phase noise near the oscillating frequency.

S, lK/f] s, 1K/f3

i

¥

b

FKT/P,

FKT/P,

&
s
-t
L..‘
e ———
N R A
[y

(@ )]

FIGURE 10.29
(a) Output noise of an oscillator with a low-( resonator; () output noise of an oscillator
with a high- resonator.
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Phase Noise in Phase-Locked Loops

The synthesizer output noise due to the noise generated in the VCO can be deter-
mined (assuming a linear model) with Eqs. (10.37) and (10.39). It is

_ Si@)[1 + }/(4 Q%)
* T 1+ K, F(jo)/N(w)P
_ Sp (@)
~ 1+ K, F(jo)/(@N)]? (10.40)
FET/{P:(1 4 wa /o)1 + %/ (4Q0%)]}
- 11+ K, F(jo)/aN)P
The denominator can be approximated by
11+ GG = 1G]} for [G(jw)| > 1
(that is, inside the loop bandwidth). For frequencies above the loop bandwidth,
1+ G ' ~1  for|G(jw) < 1

The frequency at which the two approximations coincide is the open-loop crossover
frequency, which is approximately the closed-loop bandwidth. Therefore, for fre-
quencies higher than the open-loop crossover frequency, the closed-loop noise due
to the VCO noise S, is approximately the same as the VCO noise, or

84, & Splw) o > (1041)

and for lower frequencies
w*N?
K2 F(jo)I?
If a type I loop is employed with a filter bandwidth greater than ©, and the VCO
output phase noise spectrum is as shown in Fig. 10.294, then the synthesizer output
noise spectrum due to the VCO noise will be as shown in Fig. 10.30. The open-loop

noise power spectrum decreases at —18.dB per octave, so the closed-loop noise
power spectrum decreases at a rate of —6 dB per octave until the frequency w,; then

Se, = Sp(@) (10.42)

[

155, S FIGURE 10.30

> Qutput noise power spectrum
of a type IPLL, due to VCO
noise.
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the noise power spectrum does not change with frequency until the PLL filter fre-
quency is reached. The noise power density then increases at +12 dB per octave
until the open-loop crossover frequency w. is reached. At higher frequencies, the
power spectral density plot assumes the same shape as S;.

For a type U loop, the open-loop transfer function is

K,(jo/w,+ 1)
N(jw)?

s0 the closed-loop noise spectrum (due to the VCO noise) will increase with a rate
of +6 dB per octave at low frequencies. The shape of the normalized closed-loop
noise power spectrum (due to the VCO noise only) is shown in Fig. 10.31. The
slope increases from +6 to +12 dB per octave at w, and to +24 dB per octave at
@, then decreases to +12 dB per octave at ¢«,, and assumes the same shape at S,
for frequencies above w,. The type Il system provides substantially more filtering of
the VCO noise within the loop bandwidth,

G(jw) = (10.43)

Effect of Frequency Division and Multiplication on Phase Noise

Equation (10.25) states that the instantaneous phase 8;(f) of a carrier frequency
modulated by a sine wave of frequency f,, is given by

A
9;' (I) = w,! + f—f sinwmt

m

S

Instantaneous frequency is defined as the time rate of change of phase, or

do, Af
= — =w, + — Wy COS W < w, + Aw (10.44)
dt fm
15| | I
be o1
| |
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| { - 2
i |
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FIGURE 10.31

Output noise power spectrum of a type II PLL, due to VCO noise.
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If this signal is passed through a frequency divider that divides the frequency by N,
the output frequency ' will be given by

o' =22 + Aw COS Wyt
= — —_— W
N N
and the output phase by
wyt Af
o) = — + —— " 10.45
() N +me sin @yt ( )

The divider reduces the carrier frequency by N, but does not change the fre-
quency of the modulating signal. The peak phase deviation is reduced by the divide
ratio N. Since it was shown in Eq. (10.28) that the ratio of the noise power to carri-

er power is
2 2
Yy %
Vv 4

frequency division by N reduces the noise power by N°.

EXAMPLE 10.11. The indirect frequency synthesizer shown in Fig. 10.32 is used to
generate a 5-GHz (5 x 10°) signal. A 1-kHz reference signal is obtained from a 5-MHz
reference oscillator (M = 5000) which is specified to have a signal sideband power of
—140 dB/Hz at a frequency separation of 0.5 kHz from the oscillator’s operating fre-
quency. What will be the single sideband noise power (due to the input noise) at this
frequency? -

Solution. If the loop bandwidth is assumed to be approximately 1 kHz, then the noise
from the reference oscillator 0.5 kHz from the carrier frequency will not be reduced by
the low-pass filtering of the PLL. The approximate loop transfer function is

= RO g Ny, (10.46)
1+ K, F(s)/{sN) M

for reference frequencies below the loop bandwidth of 1 kHz . Although the divider M

reduces the input noise power, the net effeet is that the cutput noise power is the refer-

ence oscillator noise power multiplied by (N/M)?. So N must equal 5 X 10° in order

to obtain the output frequency of 5 X 10° Hz, and the output noise power due to the

»
r

2 % | Phase ol Filter >~ VvCO %
detector i

}

FIGURE 10.32
A PLL for synthesizing high-frequency signals.
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reference oscillator is therefore

5 % 108
N, ——140dB/Hz+101og( X103) — _80dB/Hz

at a frequency offset of 0.5 kHz.

Actually, the noise would be much worse than predicted in the previous exam-
ple. The reference oscillator is already a low-noise device, and the noise cannot be
reduced below some noise floor by additional division. This illustrates a problem
inherent in PLL frequency synthesizers used to generate an output frequency much
higher than the reference oscillator frequency. Although the reference oscillator
nois¢ power may be small, the same noise power appears on the output signal
amplified by the factor N°, where N is the ratio of the output frequency to the refer-
ence oscillator frequency.

B 10.7
PROBLEMS

10.1 A relationship was developed in Chap. 4 that expressed the filter attenuation of the nth
multiple of the center frequency of a second-order tuned circuit in terms of the circuit
Q. For the frequency synthesizer shown in Fig. 10.4, what must be the @ of the first
bandpass filter in order to obtain 80-dB suppression of the other mixer product?

10.2 Design a direct frequency synthesizer to generate 15. 8 x 10° Hz from a 1 x 10° Hz
reference oscillator.

10.3 Design a direct frequency synthesizer, using double-mix-and-divide modules, to cover
the frequency spectrum of 25 to 29.999 MHz in 1-kHz increments. Specify all fre-
quencies used and the maximum frequency mixing ratio of all mixers,

10.4 Design a phase-locked loop synthesizer to meet the specifications of Prob. 10.3,

{a) What is the reference frequency?

(b) What is the range of the divide ratio N?

(c) The 25-MHz output frequency is too high for a programmable divider, and a vari-
able-modulus divider should be used. Use a 10/11 divider, and determine the ini-
tial values of the counters required to synthesize 26.111 MHz.

.

10.5 Coulda 100/101 vanable modulus divider be used in Prob. 10.4? Explain your answer,

10.6 Por the three—loop frequency synthesizer illustrated in Fig. 10.15 determine N, and
" Np required to obtain an output frequency of 38.912 x 10° Hz.

10.7 Design a multiple-PLL synthesizer to cover the frequency range of 35.4 to 40.0 MHz
to 10-Hz increments. The reference frequency is to be 10{ kHz. No loop sheuld oper-
ate with a reference frequency below 100 kHz.

10.8 Use a fractional-N frequency synthesizer to synthesize a frequency of 2,33 kHz using
a 1-kHz reference frequency.

(a) What must be the size of the phase accumulator?
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(b) Sketch the output of the phase detector (N =2, M = 3).

“(c) Sketch the phase-detector output if the output frequency is to be 4.33 kHz

(N=4,M=3).
(d) What must the phase accumulator size be to realize a frequency resolution of 10Hz?

It is desired to design a direct digital frequency synthesizer with a maximum output
frequency of 10 kHz and a step size of 10 Hz.

(a¢) What must the clock frequency be if four samples are to be used in the highest-
frequency waveform?

{b) How many bits must the accumulator contain?

(¢} What number must be added to the accumulator at each cycle to generate an out-
put frequency of 100 kHz?

(d) What must the accumulator size be if the minimum step size is to be reduced to
1 Hz?

(¢} What word length is required for a 5-dB signal-to-noise ratio?

10.10 Design a DDFS to cover the frequency range of 0 to 5 kHz in 0.01-Hz increments.

The spectral purity is to be at least 50 dB. Specify the accumulator size, memory re-
quirements, sampling rates, and characteristics of the output low-pass filter.

10.11 Design a frequency synthesizer to cover the frequency range of 100 to 100.999 MHz

in 10-Hz increments. The frequency switching time is to be less than 100 us. Discuss
different configurations which can be used to meet the specifications.

10.12 Design a three-loop synthesizer to cover the frequency range of 198 to 200 MHz with

a frequency resolution of 10 Hz. The loop frequency switching time should be as
short as possible.

10.13 Figure P10.13 illustrates another method for covering the 198- to 200-MHz fre-

quency range with a frequency resolution of 10 Hz. Select frequency ranges for the

DDFS Fl
S
»*" | F3 % F4 % Fs %
5
5 fa

DDFS F2
INz S
FIGURE P10.13

A hybrid direct/direct digital frequency synthesizer.
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two direct digital frequency synthesizers, and specify the frequencies of the four
oscillators used to mix the frequency up to the specified operating frequency.

10.14 A 10-MHz oscillator has a noise figure of 10 dB, an f, of 20 kHz, and a Q of 100.

(a) What is the noise power (relative to the carrier) in a 1-Hz bandwidth 1 MHz
above the carrier frequency?

(b) What is the relative noise power 100 kHz above the carrier frequency?

(c) What is the relative noise power 10 kHz above the carrier frequency?

10.15 If £, in Prob. 10.14 had been 1 MHz above the carrier frequency, what would have
been the answers to parts (@}, (b), and (c¢) of the problem?

10.16 A 10-MHz reference oscillator is to be used with a phase-locked loop to synthesize an
output frequency of 10% Hz. If the output noise is to be —100 dB/Hz relative to the
carrier, what must be the output noise level of the reference oscillator?

10.17 Discuss various methods of realizing a frequency synthesizer to cover the frequency
spectrum of 10 Hz to 1 kHz in 10-Hz increments. The discussion should include the
reference frequency used in each case, the synthesizer switching speed, and the
advantages and disadvantages of each method.

10.18 Design an indirect frequency synthesizer, using the Motorola MC145152-2 and
MC12017 prescaler that generates a 50-MHz output from a 10-kHz reference input.

10.19 Design a DDFS to cover the frequency range of 0 to 1 MHz with a frequency resolu-
tion of at least 0.001 Hz, The spectral purity is to be at least 55 dB.
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Power Amplifiers

W 111
INTRODUCTION

Power amplifiers are those amplifiers whose design concerns are based on a combi-
nation of output power, drive level, power dissipation, distortion, size, weight, and
efficiency (power output divided by power supplied). Simultaneously, the transis-
tors used in power amplifiers have requirements based on breakdown voltage, cur-
rent limitations, and maximum power dissipation. The output power of power
amplifiers can range from the milliwatt region for sniall, portable transistor ampli-
fiers to the megawatt region for large broadcast stations.

The power amplifier is invariably the last stage in the amplifier chain because
the power level is highest at this point; no intermediate-state amplifier would be
operated with a power gain significantly less than 1. Because the signal level is the
largest at this point, it results in the maximum amount of distortion due to the non-
linear characteristics of the device. These nonlinearities produce unwanted fre-
quency components (harmonics) and intermodulation distortion (IMD) preducts.
However, there are various methods of designing circuits, methods which lead to
different levels of efficiency and create different amounts of distortion. Because
various modulation techniques can tolerate different amounts of distortion, power
amplifier design depends on the type of signal (modulation) to be amplified. In the
least efficient design, the maximum amount of power is dissipated in the transistor,
requiring larger and more expensive transistors than would otherwise be the case.
However, good power amplifier design techniques can result in more ¢conomical
and reliable electronics.

Power amplifiers are classified according to their mode of operation; the most
frequently used classes are discussed in this chapter. The class of operation is deter-
mined by how the transistor is biased and the nature of the output circuit.

The original classification of operating modes included class A, B, AB, and C
amplifiers. A class A amplifier is a lingar amplifier. Theoretically, it will produce a
sine wave output in response to a sine wave input. The output frequency will be the
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11.2 Class A Amplifiers 453

same as the input frequency, and the output amplitude will be a linear function of
the input amplitude. If the amplifier output is a linear function of the input over
50 percent (180°) of the input waveform, it is categorized as class B. If the linear
conduction angle is less than 50 percent, it is class C; and if the conduction angle is
greater than 180° but less than 360°, it is referred to as class AB.

Today, additional classes of amplifiers exist, most of them using the transistor
as a switch. The more popular forms of switching amplifiers are considered after the
class A, B, and C amplifiers have been described.

B 112
CL.ASS A AMPLIFIERS

Class A power amplifiers are no different in behavior from the linear amplifiers
studied up to this point, except that their power and distortion levels are of primary
importance. For class A operation, the output will be a sine wave in response to a
sine wave input. The class of generation is determined by the input signal level and
how the transistor is biased. Figure 11.1 describes an ac-coupled amplifier which
can be biased for class A, B, or C.

For the amplifier shown in Fig. 11.1, the transistor quiescent voltage (no col-
lector alternating current) is

Vce = VQ = Vr:c - IcRE (1].].)

The slope of the dc load line dl./dV., is then —1/Rg,-as illustrated in Fig. 11.2. In
class A power amplifiers, the dc resistance Rg will normally be much less than the
ac resistance. Resistance Rz is kept small to limit the dc power dissipated in the

M
]
=
o=

FIGURE 11.1
An ac-coupled amplifier.
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i ) FIGURE 11.2

Transistor collector-emitter charac-
teristics including the ac and dc load
lines,

w—— dc lead line
Slope = —1/Rg

resistor. In some designs Rg is zero, but a small Rg is often included for bias stabi-
lization of bipolar transistor amplifiers and self-biasing of field-effect transistor
amplifiers. If Rg is small, the Q (quiescent) point voltage is

VQ &2 Vcc

For ac operation, the coupling and emitter bypass capacitors act as short cir-
cuits, and the collector alternating current i, is given by

-~

—i.R; =V,
The output voltage is equal to the ac voltage drop across the transistor ontput:
Ve —i.Rg + V. & VQ —i.Ry (112)

From the transistor characteristics of Fig. 11.2, it is seen that the collector-to-emitter
voltage is at a maximum when the collector current is zero. This occurs when the ac
component of collector current is equal in magnitude and opposite in direction to
the collector direct current (i, = —I). Likewise, the collector-to-emitter voltage is
zero when the collector current is at a maximum (the ac component is equal in mag-
nitude and direction to the dc component I-). As the collector current decreases
from the (' point die to the ac signal, the collector-to-emitter voltage increases
from Vo to V), and as the collector current increases, the collector voltage de-
creases from V to zero. '

For small-signal amplifiers, it is well known that the maximum power gain is
obtained by matching the load impedance to the transistor output impedance. In
power amplifiers, the objective is to obtain maximum output power, not maximum
gain, The amplifiers are operated at less-than-maximum gain. This requires a large
input drive signal but results in greater output power. For class A operation, the
maximum output power is obtained by selecting the ac load impedance such that the
maximum signal swing can be obtained from the device. The output must be sym-
metric to avoid distortion. In an ideal transistor V,, = 0, the collector-to-emitter
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voltage can decrease from V,, to zero; so for symmetric operation it can also in-
crease to

Vi =2V = 2V,

Likewise, the output current can decrease from I, to zero, so the maximum output
current is

Iy = VM’ _ 2Vcc
Y“R R
VCC
d Ip = —
an [} R,
The slope of the ac load line is —1/R; and
-1
_'R.El — __I_M - _2
VM Vcc

This is the value of the load resistance that results in maximum output power.

A surprising characteristic of this amplifier is that the maximum voltage
dropped across the transistor is twice the supply voltage, and the peak-to-peak out-
put voltage is also 2V,.. How this is possible can be seen from the equivalent cir-
cuit shown in Fig. 11.3. Here the RF choke has been replaced by a constant current
source since no alternating current flows through the device and the direct current is
Iy. Also, no direct current flows through the capacitor; therefore the dc voltage
drop across the device is V.., and there is no ac voltage drop across the capacitor.
Here the capacitor can be replaced by a battery V... At the instant at which the load
current is . . V..

IL——I(_*——*[Q—}:

the output voltage is
Vo=IgR; =V,
If the emitter-resistor is sufficiently small,
Vee = Vo + Vi

FIGURE 11.3
A small-signal equivalent circuit of the amplifier shown
in Fig. 11.1.
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80 - (Veedmax & 2V,

For a sinusoidal input signal, the collector current consists of a dc component
Iy, which does not flow through the load, and an ac component iy, which does
flow through the load. That is,
ic=Ilp+iL

where i; = I, sinowt. Since the collector current cannot become negative, I, < I.
The average power will be

2 2
I Ry - IoR:
2 2
and the power supplied by the battery (neglecting the small amount of power dissi-
pated in the base bias circuitry) will be

(Pa)av =

V2
Pcc = VCCIQ ==

R
so the efficiency is
P, IR}
pe=-—2 =221 (11.3)
P, 2V2

The maximum efficiency occurs for /, = I and is

ILR? -
_ foflr _
Nmax = 5 V2 = 50%

The maximum operating efficiency for a class A ac-coupled power amplifier is
50 percent and occurs with the maximum input signal. If the output signal de-
creases, I, decreases and so does the efficiency.

The power dissipated in the transistor is

V2 n
Pr="P,—P=221--% (11.4)
! TR ( 213)
The maximum power diéSipated in the transistor
L ’ . V2
N (Pr)max = 725 = 2(Po}max (11.5)
F L

occurs when there is no input signal, and it is equal to twice the maximum power
that can be delivered to the load. Also, as previously discussed, the maximum
collector-to-emitter voltage is twice the supply voltage.

EXAMPLE 11.1. Design a class A amplifier to deliver 5 W to a 50- €2 load.

Solution. For 5-W power in a 50-Q resistor, the peak value of the sinusoidal voltage
across the resistor is

V, = (2 x5 x 50)/2 =224V
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Since the peak voltagé cannot exceed V., a standard supply V.. = 24 V is suitable, The
corresponding peak value of the ac load is

22.4

Therefore, the transistor must be biased so that
Iop = 0448 A
For a 24-V supply with no emitter (or source) resistance,

Vcc

The power supplied is then
Po=V. lpg=1152W
and the efficiency is

5

=——- =434
11.52 &

n
The transistor that is selected must be able to dissipate 11.52 W in case the input power

drops to zero, and the transistor collector-to-emitter breakdown voltage must be at least
48V (2V..).

The effect of the saturation voltage is to create signal distortion and reduce effi-
ciency. The maximum value of collector current that can be applied without V.,
decreasing to Vi, has the peak value

Vcc - Vsat
(Ip)max = R,
Therefore, when the saturation voltage is considered, the maximum efficiency is
1 Ve |
=-[1= sat 11.6
max = 2 ( =y (11.6)

[N

Transformer-Coupled Class A Amplifiers

If a load impedance is specified, a transformer can be used to improve the power
gain by transforming the load impedance to that required for maximum output
power. A class A transformer-coupled FET amplifier is shown in Fig. 11.4, and the
load lines for the amplifier are shown in Fig. 11.5. The characteristic curves are sim-
ilar to those of the bipolar transistor amplifier, except that the controlling signal for
the field-effect transistor is the gate-to-source voltage.

If the transformer is ideal,

iL = Nld



458 CHAPTER 11: Power Amplifiers

i, _
N:1 —_—
| % % il
'd . .
— A% Ry Vo
T
FIGURE 114

A transformer-coupled class A amplifier.

h
P
L

FIGURE 11.5
I, The ac and dc load lines of the ampli-
i fier shown in Fig. 11.4.
—1/R] Ves
r’-_
\< |~ 1/Ry
N
~
IQ -'/__
'\\\ -
4 \
Vee Vais

where i, is the drain alternating current. The ac voltage across the drain-to-source
junction is
Vg = Nv,
Therefore, the ac load impedance seen by the transistor is
.. Ry =NR, (11.7)

The slope of the dc load lme is —1/Rg, and if Rs <€ R}, the slope of the ac
load lme is —1/R}. The maximum signal swing is again 2V, (ignoring V), and
the peak drain current is

2V,
Ry

Power calculations for the transformer-coupled load are the same as those for

the capacitive-coupled load. The transformer provides greater flexibility for match-

ing the load to the source, but the power dissipated in the transformer can signifi-
cantly reduce the amplifier efficiency. Transformer- or inductor-coupled bipolar

In = (ia)y = (118)
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transistor amplifiers are subject to a phenomenon known as thermal runaway.' The
heating up of the transistor causes more current to flow, which causes greater self-
heating, which can cause the device to self-destruct. The problem rarely occurs with
resistive loads since the increased current results in a reduced collector-to-emitter
voltage, and eventually the circuit will reach equilibrium. Nor does the problem
arise with FET amplifiers because as their temperatures increase, their output cur-
rents decrease.

Class A Push-Pull Amplifiers

As mentioned in Chap. 2, push-pull amplifiers eliminate the even-harmonic
distortion present in the amplifier output. This can provide a significant
improvement in the performance of linear amplifiers. Also, push-pull operation
reduces the power requirements of the individual transistors. Figure 11.6 illustrates
a class A transformer-coupled push-pull stage. The ac equivalent circuit is shown
in Fig. 11.7. In class A operation, both transistors continuously drive the output,
and the transistor outputs, which are 180° out of phase, are combined in the center-
tapped output transformer. The circuit of Fig. 11.7 can be redrawn as shown in
Fig. 11.8 by using Thévenin’s theorem; the results developed for center-tapped

i

FIGURE 11.6
A class A transformer-coupled push-pull amplifier.

FIGURE 11.7
A small-signal equivalent cir-
EmV; Z cuit of the push-pull amplifier.

=
1|
)

EmVi
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FIGURE 11.8
Another equivalent circuit of the push-
pull amplifier shown in Fig. 11.6

transformers (Chap. 6) are now directly applicable. Here the amplification factor
i = gury. If the dynamic drain resistances of the transistors are equal, then no
current will flow through R, and the circuit can be redrawn as shown in Fig. 11.9.
The output voltage V, is determined by

2uV; — 2ryiy = —2NV,
If the transformer is lossless
2NV, = —iy(2NY' Ry = —2R}iq
where R; = 2N?R;, the output voltage is

—NuRLV; —NgmR. V:
ra+R,  1+R,/rs

0=

Normally r; 3> R}, so the voltage gain is
Av = _ngLN

FIGURE 11.9
A simplified equivalent circuit of the
push-pull amplifier.
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since the load for each transistor is

R, =2N°R;
For maximum output power (i.e., maximum signal swing) each transistor is biased
so that

vV,
R, = £
I
where I; is the drain direct current.
The maximum output power (from both transistors) is

2v2 _ V2
2R’ 2NRL

The total output power of the class A push-pull amplifier is twice that of the
single-ended class A amplifier; however, the maximum voltage drop across each

transistor is the same as that of the single-ended amplifier. The power supplied to
each transistor is

Fo =

The total power supplied is 2P,., so the maximum efficiency of the class A
push-pull amplifier is 7 = 50 percent, the same as the efficiency of the single-ended
amplifier. Besides reducing even-harmonic distortion,_the push-pull configuration
can provide twice the output power of the single-ended design.

Square-Wave Input

The efficiency of a class A amplifier depends on the input signal level and on the
signal waveshape. Consider the case of a square-wave input. If the amplifier is class
A, the collector current is also a square wave, as shown in Fig. 11.10. The dc value
is 15, and the peak current is

IPSIQ

AT FIGURE 11.10
A collector-current waveform.

T/2 T t
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In this case
P, = IQVCC = IéRL
and P, = I,ERL
so the efficiency
p, I
n= = = (11.9)
P, I3

will approach 100 percent if I, approaches I,. The efficiency of the class A ampli-
fier depends on the waveform of the input signal.

If a tuned circuit is used as the load, as is frequently the case in order to mini-
mize distortion, then efficiency is reduced. With a square-wave input, the collector
current will again be a square wave, as shown in Fig. 11.10, and the power supplied
is again

Pee=1 0 Vee
If the tuned-circuit bandwidth is sufficiently narrow and tuned to the fundamental
frequency, the output power is
. _ IR}
2

where I is the amplitude of the fundamental frequency component of the output
current

b

The maximum output power will be

SIjR’L _ 815V,c

(Po)max = ) 2
and the maximum efficiency will be _
yo Poduss _ 8
. P. m?

If the output is tuned to the nth harmonic (# odd), the efficiency will be n =
8/(»%?), since the amplitude of the nth (odd) harmonic of a square wave is 1/n
times that of the fundamental frequency. A tuned-circuit load decreases the effi-
ciency, but it is frequently used since the tuned circuit reduces the output harmonic
distortion.

Broadband Class A Power Amplifier

There is an increasing demand for linear, broadband power amplifiers in appli-
cations such as those in the CATV (Cable Television) industry. In many applications
this demand is being met by combining several low-power modules in parallel,
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because it is possible to obtain more bandwidth by reducing the power gain of each
module. Each module consists of a class A transformer-coupled push-pull amplifier
such as the one shown in Fig. 11.6; four of these modules can then be combined, as
shown in Fig. 11.10a, to obtain approximately 4 times as much output power as
could be obtained from one module. High-power FETs are normally used, as they
basically have no safe operating area limitation and no secondary breakdown and
their high input impedance simplifies biasing. For broadband applications the com-
biners and splitters are usually obtained with broadband transformers, such as the
transmission line transformer. A major broadband design is to keep the load seen by
the transistors relatively constant over the specified bandwidth.

= Module #1 —
Splitter _ f Combiner
F
= Module #2 =
Input Output
———| Splitter Combiner |[=—————
'y
! > Module#3 — ~
| ——
Splitter _ | Combiner
[ -
Module #4 —
FIGURE 11.10A
A Class A Power Combiner.
m 113 .

CLASS B AMPLIFIERS

A mdjor disadvantage of the class A amplifier is that all the supply power is dissi-
pated in the transistor when there is no input. It is usually advantageous to have no
power supplied when there is no input signal, which is the case with a class B ampli-
fier. A class B amplifier is biased as shown in Fig. 11.11, The quiescent collector
current is zero, and the collector-to-emitter quiescent voltage is V.. It is biased just
at the edge of the active region so that for a sine wave input the transistor will con-
duct over 180° of the input waveform, as illustrated in Fig. 11,12,

The output current is a highly distorted sine wave, but the distortion can
be removed by using a narrowband tuned circuit for the load or, what is more
frequently done, by operating two class B transistor amplifiers in push-pull, as illus-
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| ’ FIGURE 11.11
Collector-current waveform of a
/\ class B amplifier.

T2 T t
i FIGURE 11.12
The Q-point biasing for a class B
amplifier.
V. /Ry,
d \
- \
Q
Vee Vee
. -
- » +
¥ §RL |
o -
FIGURE 11.13

A class B push-pull amplifier.

trated in Fig. 11. 13. ideally, each transistor conducts over alternate 180° of the input
cycle, and the two outputs are summed so that an undistorted sine wave appears
across the load resistor Ry, At any time, one transistor is conducting and the other
is not, so the equivalent circuit can be drawn as shown in Fig. 11.14. The load seen
by each transistor

R, = N*R;
is one-half that of the class A push-pull amplifier. The voltage gain is

E _ —8mroNR,
Vi ro+ R}
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N1 FIGURE 11.14
The small-signal equivalent circuit
* * of the class B push-pull amplifier.
v,

o

|

It is usually the case that r, 3> R}, s0 A, = —g, R N. The voltage gain of the
class B stage is one-half that of the class A push-pull amplifier, so the drive require-
ments for the class B stage are twice as great. The increased drive requirement,
however, is offset by the greater efficiency and power-handling capabilities of the
class B amplifier.

The power-handling capability of each class B amplifier shown in Fig. 11.13
will now be evaluated by considering a sinusoidal input and a resistive load. The
transistors are assumed to be ideal. Each transistor conducts when V; is greater than
zero, and the collector current is zero when V; is negative. Since the load current
conducts for 180° of a complete input cycle,

EmVi

-=

5
]

e

I, sinwt O<wt<m
0 T <at <2

o= |

The collector direct current is then
T/2 I
=1 Lsinwtdt = L (11.10)
0 n

The dc value of the base current is much less than ., so the dc power supplied by
the supply voltage is
LY,

pYec
Pcc = Ir:Vcc =
T

The ac power delivered to the load is
I ;RfL

R T2 _
= L (I, sint)* dt = 2—

P,
T Jo 4

Since I, < V./R, the maximum output power from each transistor is

: ' (P, = et A1.11)
V o/max 4RL .
The power supplied by the input circuit will normally be much less than the dc
power, so the efficiency at maximum output power is
Vi R, =
=== — = — =78.5%
"= AR, Vz T 3 °
The efficiency of a class B amplifier is much higher than that of a class A
stage. In addition, the class B stage consumes no power when an input signal is
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not present. This is a most significant advantage in many applications (the class A
amplifier has maximum power dissipation when no signal is present). The power
dissipated in the transistor of the class B amplifier is

_ Ipvcc _ szi'—
4 P4

Pr=P.-P, (11.12)

The maximum power dissipated in the transistor is found by differentiating
Eq. (11.12) with respect to I,. It is found that the maximum dissipation occurs for

2Vcc
IP = ;
ARy
VCZC 4
and (PT)max = 20 = (Po)ma_x 3 (1113)
TR, 4

Note, however, that the maximum transistor dissipation does not occur when the
output power is a maximum. The class B stage also results in less transistor power
dissipation than in a class A stage. This is an expected result of greater operating
efficiency. Another important difference between the two is that the maximum volt-
age drop across the transistor in a class B amplifier is V,.; itis 2V, for the class A
amplifiers previously described. Class A amplifiers, therefore, require transistors
with a higher collector-to-emitter breakdown voltage. Differences in class A and B
power amplifiers are illustrated by the following example.

EXAMPLE 11.2. Design a class B push-pull amplifier to deliver 5 W (maximum) to a
50- 52 load. -

Solution. Assume that a transformer-coupled amplifier such as the one illustrated in
Fig. 11.13 is used with a 1: 1 turns ratio. Since a push-pull amplifier is used, each class
B amplifier will supply 2.5 W. The required supply voltage can be obtained from

Eq. (11.11):
V2 = 4R1 (P,)max = 500 V2

A supply voltage V. of 24 V would be a suitable choice. The power-handling require-
ments of the transistor can be determined from Eq. (11.13):

4
(PT)max = (Po)ma.x;[‘i =1W

The peﬂk output ¢urrent will be -

- 4p 2
I = =045A

Ry

The voltage and/or current requirements can be modified by selecting a different turns
ratio for the transformer.

Example 11.1 discussed using a class A amplifier to realize these same specifi-
cations. Note that the class A amplifier transistor dissipation is over 11 times greater
than that of the class B transistor, so if a class A push-pull amplifier is used, the
power-handling requirements of each transistor will be 5 1/2 times that of the transis-
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tors used in the class B amplifier. Also, the collector-to-emitter breakdown voltage of
the class A transistors must be double that of the transistors used in class B amplifiers.

While the class B amplifier also has the significant advantage of no power’s
being dissipated when an input signal is not present, practical class A amplification
does produce less distortion. All in all, if the distortion produced by class B ampli-
fication is acceptable, its benefits make it preferable to class A amplification. Large-
signal distortion can be reduced with negative feedback.

Push-Pull Amplification with Complementary Transistors

Transformerless push-pull amplifiers can be realized by using either bipolar or
field-effect transistors with complementary symmetry. Figure 11.15 illustrates a
push-pull amplifier using power MOSFETSs. The current source and resistor R, are
used to bias the transistors for class B operation, and the MOSFETs do not turn on
until the input voltage exceeds the threshold voltage of the device.

Power MOSFETs have several advantages over bipolar transistors. The most
important is that the drain current has a negative temperature coefficient that
decreases with increases in temperature, since the positive temperature coefficient
of bipolar transistors can result in self-destruction unless complicated biasing cir-
cuits are used. Bipolar transistors also have an undesirable characteristic when
operated at high voltages. The collector current is no longer uniform, but tends to
concentrate in small areas, causing very high peak temperatures, known as hot
spots, in these areas. The average junction temperature, measured at the transistor
case, does not show the presence of hot spots, which degrade the transistor perfor-
mance. The drain current of power MOSFETs is distributed uniformly, preventing
the development of hot spots. The high input impedance (and hence high power
gain) of the MOSFETs is another advantage. The upper-frequency limits and
power-handling capability of power MOSFETs have been continually increasing as
manufacturing techniques have improved. Bipolar transistors are minority carrier
devices that accumulate charge in the base region. This causes a problem in class B

Io FIGURE 11.15
A class B push-pull amplifier using complemen-
tary MOSFET:,
_,‘_—O + Ve
. «— N channel

Ry

K

P channel

3
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and C operation because removing the charge takes time and energy. One conse-
quence is increasing power dissipation with increasing frequency. FETs are majori-
ty carrier devices; the charge carriers are controlled by an electric field and not by
injection of minority carriers into the active region. The gate regions, therefore,
contain no stored charge, and switching between the on and off states is very fast.

The first field-effect transistors were useful only at lower (less than 1 W) power
levels. Their major limitation was that the FET drain-to-source channel was paral-
lel to the chip surface, so the current density was much less than that of bipolar tran-
sistors (which utilized vertical current flow). For a given current the FET chip had
to be much larger than an equivalent bipolar junction transistor (BJT) chip, which
meant a lower yield and a higher cost. Several new technologies have recently been
developed that produce high-voltage, high-current FETs. The three most frequently
used manufacturing technologies are VMOS (vertical MOS), VIFET (vertical JFET),
and DMOS (double-diffusion MOS).?

Power Relations in the Direct-Coupled Class B Push-Pull Amplifier

For the push-pull amplifier shown in Fig. 11.15, the maximum average ac output
power in resportse to a sine wave input is

(Pl = Ve (11.14)
orav T 2RL M
The power delivered by each transistor is -
VZ
(Poday = = (11.15)
¥ 4R,
The power delivered by each supply is
T2 1% V2
P, = VCCT‘lf —= sin wt dt = —< (11.16)
o R Ry,

so the efficiency of this circuit is the same as that of the transformer-coupled push-
pull amplifier. The maximum power dissipated in each transistor is

2

v,
(Pr)ma = =5 (11.17)
’ L

[

the sanie as that for the transformer-coupled push-pull circuit. The only difference
between the two circuits deduced from a power analysis is that the transformerless
circuit requires two power supplies.

When the current requirements exceed the limitations of a single transistor,
transistors can be operated in parallel. Figure 11.16 illustrates a class B amplifier
containing two power MOSFETs3 It is usually easier to parallel FETs than bipolar
transistors because of their larger input impedance. In this particular circuit, approx-
imately 2 times as much output power could be obtained as from a class B circuit
using a single transistor of the same type.
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.
1

=

FIGURE 11.16
A class B amplifier using two MOSFETs in parallel.

Class B amplifiers all suffer from crossover distortion, which occurs because of
the nonlinear behavior of small-signal levels. The silicon BJT requires that the
base-to-emitter junction be forward-biased by approximately 0.7 V before the col-
lector current will flow. FETs also exhibit a nonlinear behavior for low signal lev-
els. For these reasons power amplifiers are usually operated with a slight forward
bias to reduce crossover distortion. This operation is often referred to as class AB,
but it is essentially the same in that the power levels and efficiency are only slight-
ly reduced from those of class B amplifiers.

" 114
CLASS C AMPLIFIERS

If the output current conduction angle is less than 180°, the amplifier operation is
referred to-as class’ C. This mode of operation can have a greater efficiency than
class }3, but it creates more distortion than class A or B amplifiers. The distortion is
sonfetimes acceptable or, in the case of frequency multiplication, desirable. Class C
is often used where there is no variation in signal amplitude and the output circuit
contains a tuned circuit to filter out all the harmonics of the output current. In many
applications, such as the amplification of FM signals, the signal frequency, and not
the amplitude, is important. Class C power amplifiers are usually used for these
applications. Figure 11.17 provides examples of FET and bipolar transistor class C
amplifier circuits, and Fig. 11.18 illustrates the drain (or collector) current of a
class C amplifier in which the conduction angle (2) is less than 180° and the drive
level is sufficiently small that the output current does not saturate.
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Voo ’ FIGURE 11.17
{a) AMOSFET class C amplifier;
(b) a class C amplifier realized with
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FIGURE 11.18

Collector-current waveform of a class C amplifier.

Several different models can be assumed for the current pulses. A relatively
simple model is to assume that the pulses represent the tip of a sine wave. This is the
model used here. That is (see Fig. 11.18),

. Ipsina)t—ID 6 <ot <6;
.=
¢ 0 otherwise (11.18)
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where ’ I, > Ip
and Ip = I sin§, (11.19)

For this model the direct current is

92,'«;
L=T1" f (I, sinwt — Ip) dt
Ot p

(11.20)
_ 21p COSG] — Ip(gz - 91)
- 2n
To simplify the notation, we will define the conduction angle as
b4
26 =92—9| or 6= E —91 (1121)
Equation (11.20} can be rewritten as
i
I, = £(siné — @ cos 0) (11.22)
T

The direct current determines the power supplied, since the base (or gate) direct cur-
rent is much smaller than the output current. That is,

1%
P.=V.I= fl,,(sine —8cosh) (11.23)

If the output is a narrowband circuit tuned to the fundamental frequency of the cur-
rent pulses, then the output power will be

IiR
p =1 (11.24)
2
where I, is the amplitude of the fundamental current component
4 8lw
I = ff (Ip coswt — Ip) coswt dt
0

Here the time origin has been shifted to the center of the current pulse to simplify
the integration. The,_ time shifting does not alter the amplitudes of the frequency
components, only their phase. The amplitude of the fundamental frequency compo-
nentis = .

.
-

I
I = ~2(20 — 5in26) (11.25)
2

Since the conduction angle depends on the input amplitude, the fundamental current
amplitude and thus the output voltage are a nonlinear function of the input signal
amplitude.

For the class C FET amplifier shown in Fig. 11.17q, the maximum drain-to-
source voltage is

(Uds)max = Vcc + (Il)maxRL = 2Vm:‘
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. ‘ FIGURE 11.19
A class C amplifier efficiency as a func-
1.0 tion of current conduction angle 26.
0.9
0.8
0.7
| ¢+ 1 1 1 1 1 1

The efficiency at maximum output power is

P, _ IIZRL _ Vccll _ 28 — sin 20

1= P V. V. 4(sin6—0cosd)

where I is the dc value of the current [Eq. (11.20)]. The efficiency as a function of
conduction angle is plotted in Fig. 11.19. The class C amplifier efficiency can be
increased toward 100 percent (in an ideal amplifier) by decreasing the conduction
angle toward zero. When the conduction angle # is 90°, the operation is class B and
the efficiency is 78.5 percent. The efficiency increases monotonically as the con-
duction angle decreases. This high efficiency is why class C amplifiers are often
used for power amplification.

Class C Power Amplifier Design

For class C power amplifiers, as for all power amplifiers, the design parameters of
greatest importance are the ontput power, transistor power dissipation, maximum
collector-to-emitter (or drain-to-source} voltage, and maximum transistor output
current I,. For the BJT class C amplifier shown in Fig. 11.17b, the maximum col-
lector-to-emitter voltage is

(Veedmax = 2Vee

Themaximum collector current is, from Eq. (11.18),
Dy = (i) = 1, sin% —Ip=1,—I,sinf, (11.26)

and since 8 = /2 — 84,
Iy = I,(1 —cos@) (11.27)

The peak current is related to the amplitude [, of the fundamental frequency com-
ponent {using Eq. (11.25)] by
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_ 2x5(1 —cos0)

Iy = 11.28
M7 20 —sin20 (11.28)
The ac power output of the amplifier is approximately
I’R
P, = '2 L (11.29)

provided the Q of the tuned circuit is sufficiently high. The peak output current is a
function of both collector current and output power. The maximum output power
occurs for maximum /,, and the average (maximum) output power is

IR, V2
P, =" = 11.30
o 2 IR, (11.30)
since hR, =V, (11.31)
for maximum output power,
The power dissipated in the transistor is
Vel vz
Pr=P,.— P, = —L(sinf — 0 cosf) — —<<
T 2R,
(11.32)

_ VeI, sinf —@cosg V2
T om 1 —cosé@ 2R;
For a specified load resistance, Eq. (11.30) determines the required supply voltage

for a specified output power. The corresponding maximum current I, [from Egs.
(11.28) and (11.31)] is

_ 27V (1 — cos®)

Iy = 11.
M RL(20 — sin28) (11.33)
A normalized peak collector current is defined as
IuR 1— (7]
[ =22 _ T (11.34)

T 2V 20 —sin26

The normalized peak collector current {, as a function of conduction angle is plot-
ted in Fig. 11.20. Far a fixed level of output power, the peak value of the collector
current increases as the conduction angle decreases.

The transistor dissipation for maximum output power can be expressed as a
function of the output power and conduction angle [from Egs. (11.32) and
(1L.33)]:

A(sinf —
PT=P0|: (sin @ 9(:039)_1] (1135)

28 —sin 28

The normalized transistor dissipation Pr/ P, is plotted as a function of the con-
duction angle in Fig. 11.21. As expected, the transistor dissipation increases with an
increasing conduction angle. For a given maximum P; the conduction angle must
be limited to a maximum value for a specified output power. The corresponding
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Byl ) FIGURE 11.20
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maximum value of transistor output current is then determined from Fig. 11.20. As
the conduction angle decreases, the transistor dissipation decreases but the peak
output current increases.

EXAMPLE 11.3. Design a class C amplifier that will deliver 5-W average power 10 a
50-Q load at a frequency of 1 MHz using a transistor with a safe power dissipation rat-
ing of 0.5 W.

Solution. The average output power is

- 2R,
80 V2 = 500

and a supply voltage of 22.4 V is required. Since the allowable power dissipation is
(Pr)mex =0.1F,

the maximurn conduction angle is found from Fig. 11.21 to be 57.5°, and the corre-
sponding peak value of normalized collector current is found from Fig. 11.20:

I, =05
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Therefore, the peak collector current is

2 x 224
Iy=——05=14A
M 50

The selected transistor must be capable of handling this much current, and the collector
circuit should be tuned to resonate at 1 MHz.

An alternate design procedure for class C amplifiers is to select the power sup-
ply and transistor and then determine the maximum output power possible without
exceeding the ratings of the transistor. The transistor can then be driven to its max-
imum allowed value of output current. From Eq. (11.30) we know that the maxi-
mum output power will occur when R; is at a minimum. And R; can be expressed
in terms of the supply voltage V.., and the peak transistor output current can be
expressed [using Eqgs. (11.28) and (11.31)] as

R Ve 1 —cosé
Y T 26 —sin20

For a specified V, and Iy, it is seen from Fig. 11.20—a plot of (1 — cos#) /
(260 — sin26) —that R, decreases with an increasing conduction angle. Actual-
ly, Ry reaches a minimum for & = 122.6° (class AB operation). This is the con-
duction angle for maximum output power constrained by the peak-current limi-
tation. If the maximum transistor dissipation is exceeded at this conduction angle,
the conduction angle must be reduced, and the output power will be decreased

accordingly.
The transistor dissipation can also be written [from Eqs. (11.31) and (11.32)] as
Viely siné —8cos@ Vee
PT = — Yeeq m
T l —cosé 2R;
_ Voely (sinf —Bcos® V.. L
T 1 —cosé 2

And 1, is given by Eq. (11.28), 50

Veelyr 4(siné — B cosB) — (20 — sin 20 V. i
Py = u A(si Y—( ) cc Mf(@) (11.36)
4n 1 —cos#

The normalized transistor power dissipation

P Vcc Iy =76
is plotted as a function of the conduction angle in Fig. 11.22.

From Eq. (11.36) it is seen that for a given V. and I} the maximum transistor
dissipation occurs for maximum f(6). For specified Py, V., and I, the value of
0@ that satisfies this equation, i.e., determines (Pr)pa. is the value of @ for maxi-
mum output power. Then (P,)ns is determined from Fig. 11.21.

EXAMPLE 11.4. Determine the maximum output power and the conduction angle of a

class C amplifier using a transistor with a maximum power dissipation rating of 4 W and

-a maximum drain current of 1.5 A. The supply voltage is 48 V.
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1.0 ‘ FIGURE 11.22
0.9l Normalized transistor power dissipa-
tion as a function of conduction angle

(29).

Solution. The normalized maximum transistor dissipation is

4r x 4
Pp=——=07
T™48x15
From Fig. 11.21 it is found that the maximum possible conduction angle is ¢ = 80°
without exceeding the maximum transistor dissipation. Figure 11.21 indicates that for
this conduction angle the corresponding Pr/F, = 0.22, so the output power is
4

P,=———=18.
o~ 1BIW

The value of load resistance that results in this output power is determined from

Eq. {11.30):

48?

=——=0634Q
2 x 18.18 63

Ry

Frequency Multiplication

Since the current pulses of a class amplifier are rich in the harmonics of the input
wavefgrm, the class C amplifier can be used as a frequency multiplier by tuning
the output circuit to the desired harmonic. The amplitude of the nth harmonic of
the output current can be determined from a Fourier expansion of the current
waveform. The collector current can be written [using Egs. (11.18), (11.19), and
(11.21)] as

ic =I,coswt — I, cos

4 &/
so I, = ?.[o (I, cos wt — I, cos B) cos nwt
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0.50— FIGURE 11.23

: Amplitude of output current harmonics
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The amplitudes of the harmonics as a function of the conduction angle are plotted
in Fig. 11.23 (for n = 2, 3, and 4). -

EXAMPLE 11.5. A frequency quadrupler is to be designed. What should the conduction
angle be to maximize the output signal voltage?

Solution. From Fig, 11.23 it is seen that the amplitude of the fourth harmonic has a
maximum value for a conduction angle 26 of approximately 60°. The output circuit
would be tuned to the fourth harmonic of the input signal.

The analysis of class C operation assumed that the current pulses could be
modeled as the tip of a sine wave. In many class C applications the transistor will
saturate during part of the output cycle; however, a more detailed analysis of this
behavior is possible but rarely necessary. Efficiency decreases as saturation in-
creases, therefore, stable operation with maximum efficiency and output capability
is achieved by driving the amplifier just hard enough to produce saturation of the
transistor.

. 11.5
CLASS D AMPLIFIERS

The main source of power amplifier inefficiency is power that is dissipated in the
transistor. A class A application is the poorest example, since current flows continu-
ously through the device and the collector-to-emitter voltage is not zero. If the
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FIGURE 11.24
A class D amplifier.

=

collector-to-emitter (or drain-to-source) voltage is zero when the current flows, no
power will be dissipated in the device, and the efficiency will approach 100 percent.
This is the basic idea behind class D, E, and S power amplifiers. A class D amplifier
is illustrated in Fig. 11.24. Transistors Q) and , operate as switches. When
Q, is on, O, is off, and vice versa. For an ideal transistor with zero saturation volt-
age, there will be no voltage drop across the transistor, and the circuit can be mod-
eled as in Fig. 11.25. If the input V; is a square wave, the voltage V, at the input to
the series tuned circuit will be as shown in Fig. 11.26. Since V, is a square wave, it
can be expanded in a Fourier series, and the amplitude of the fundamental frequen-
¢y component is

4V,
pig

Vi =

Vo FIGURE 11.25
The equivalent circuit of a class D amplifier.

=

FIGURE 11.26
Tuned-circuit output voltage waveform for
square-wave input to the class D amplifier.

(=]
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If the output filter is relatively high Q with a center frequency equal to the fre-
quency of the input signal, the drain current in each transistor will be one-half of a
sinusoid at the same frequency. Therefore, the direct current in each transistor is

m 4Vcc 4Vcc
In = (R, T)! f —— sinwt dt = (11.38)
0 T iR,
and the total power supplied is
%
F, =2V, I, = —«
ctD ?I'zRL
The output power will be
4V, \? 8V2
P, = (2R) ' = — (11.39)
T TR,

which is the same as the power supplied, so the theoretical efficiency of the ideal
class D amplifier is 5 = 100 percent.

EXAMPLE 11.6. Design a class D power amplifier to deliver 20 W to a 50- £ load.
Solution. Since the output power is
2

8v,
Po = o =
i =W

Ve m 351V

The direct current in each transistor will be

Vee _ 0.285A

2

Iy =
L

and the maximum voltage drop across each transistor will be 2V, or 70.2 V. The load
circuit would be tuned to resonate at the fundamental frequency of the input signal.

Nonideal Performance

For actual transistors it is impossible to have a zero voltage drop across the device
when it ig saturated. Bipolar transistors are usually modeled by a saturation voltage
Via, and FETs by an on resistance R,,. The class D FET amplifier can then be mod-
eled as shown in Fig. 11.27. The voltage at the input to the tuned circuit is still a
square wave, as illustrated in Fig. 11.26; only the amplitude is reduced. The output
voltage will be (again assuming a narrowband filter)

4VccRL

s = ——————sin wt 11.40
7 (Re + Ron) ( )

and the direct current in each transistor will be
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Circuit model of a class D FET amplifier.

Ron
L C
Ron Ry

Iy“ ‘ FIGURE 11.27

- VC\L‘
4V,
= —= 11.41
©7 m2RL+ Ron) (4D
The total power supplied is
p = 8V

EZ(RL + Ron) b
and the output power is

8v?2 R R 2
P, = £ = P, —_— .
2 (Ri+ Ra)? M(m+&) (11.42)

so the efficiency of the nonideal class D FET amplifier is
Ry

= RL‘+ Ron

EXAMPLE 11.7. Calculate the actual power output and efficiency of the class D amplifier
used in the preyious example if VMOS 2N6659s are used with a gate signal level of 8
V.. .

»

S:)lution. The specification sheet for the 2N6659 indicates that the on resistance is
" approximately 2 2 for this drive level. Therefore, the output power is

P —20( R )2—185W
T RL+Ron - |

and the efficiency is

50
= — =96.2%
n=gy =962%
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s(1) Pulse-width .- Pulse x(f) .| Low-pass
modulator amplifier filter
L(f ) IVcc
FIGURE 11.28

Block diagram of a class S amplifier.

MW 11.6
CLASS § POWER AMPLIFIERS

The high efficiency of the class D amplifier has encouraged the design of other
switching amplifiers. Another possibility is to pulse-width-modulate the informa-
tion, amplifying the pulses with a high-efficiency amplifier and then demodulating
the amplified signal. This is the principle of class S amplification. The classification
“class S” is not universal. Some authors interchange the class S and class D classi-
fications, while others refer to class S as “broadband class D.”” A class S amplifier
block diagram is illustrated in Fig. 11.28. The input signal is pulse-width-modulated,
and the constant-amplitude pulses are increased by the pulse amplifier, which is a
highly efficient switching amplifier. Pulse frequency modulation, which varies the
rate of constant-width pulses, can also be used. It can be shown® that for pulse-width
modulation (with fixed leading edges) of a sinusoidal signal S(f) = A cosw,/,the
modulated signal is

X = -1 { i _qm gimamst i i (~ )L [A(nw, + ne)) +l

jmo, j(mw, + nw;) 2

m=—00 m=—00 H=--00

[m]+in|3£0 (11.43)

The modulated signal contains a term at the input signal frequency (m = 0,
n =1). As long as the modulating frequency is much greater than the signal
frequency, the other significant frequency components will be at much higher
frequency and can be removed by low-pass filtering. The significant difference,
then, between a class D and a class S power amplifier is that the output circuit of the
class D amplifier is tuned to the fundamental frequency of the input signal, while
the outgut'circuit of the class S amplifier is a low-pass filter that recovers the input
signak. It is important that the amplifier’s fluctuations be large enough that they do
not become a factor in determining the pulse width of the modulated signal.

The transistor-switching characteristics of a class S amplifier limit its high-
frequency performance. A simplified class S amplifier is illustrated in Fig, 11.29. If
the saturation resistance of the transistors is neglected, the efficiency will approach
100 percent; however, the nonzero switching time of the transistor can also affect its
efficiency.

The class D amplifier is a nonlinear power amplifier that preserves the fre-
quency (but not the amplitude) of the input signal. The purpose of the circuit is to
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V.. ) FIGURE 11.29
Simplified circuit for a class S

— amplifier.
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FIGURE 11.30
Input and output waveforms of a pulse-width modulator.

amplify digital data modulated on a carrier such as frequency-shift-keyed (FSK)
data. '

Pulse-Width Modulators

Class S amplifiers include a pulse-width modulator. A relatively simple method for
obtaining pulse-width modulation consists of using a comparator as a zero-crossing
detector to generate a pulse-width-modulated signal. One comparator input is a tri-
angular wave f (), and the other input is the signal to be modulated V,,(¢). An
example of the modulated signal is shown in Fig. 11.30 for the case in which the
signal is a ramp waveform. The comparator output is high whenever V,,(¢) > f(1}.
This particular technique modulates both the leading and trailing edges of the wave-
form. Single-edge modulation can also be easily implemented with integrated cir-

cuitry.
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AV+ FIGURE 11.31

A class E amplifier,
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B2 117
CLASS E TUNED POWER AMPLIFIERS®

The class D amplifier utilizes transistors as switches and is a power converter. The
input signal waveform is not preserved, just the frequency. In class E operation the
transistor acts as a switch, as it does in class D, but only one transistor is used. A
simple class E amplifier is illustrated in Fig. 11.31. Class E further differs from class
D in that the output tuned circuit is designed to realiz2 certain collector-voltage and
current waveform characteristics that are selected to minimize the power dissipated
while the transistor is switching from on to off, or vice versa. The transistor switch-
ing time can occupy an appreciable fraction of the input signal period during which
substantial power can be dissipated in the transistor, reducing amplifier efficiency.
To prevent this problem, the output tuned circuit is designed so that (1) the rise of
the collector voltage is delayed until after the transistor is turned off, (2) the collec-
tor voltage is reduced to zero when the transistor is turned on, and (3) the slope of
the collector voltage is zero at the time of turn-on. The analysis of the circuit is as
yet not well developed, and its main parameters must be further manipulated. An
analysis of the idealized amplifier with design formulas is given in the literature.®

= 18
PROBLEMS

11.1 A transistor with a peak current rating of 5 A and a maximum drain-to-source voltage
of 50 V is to be used in a class A power amplifier. What is the maximum output power?
If a load resistance of 50 £ is specified, what turns ratio for a matching transformer is
required?

11.2 Compare the designs of class A and class B power amplifiers to deliver 20 W to a 50-
€2 load. The power supply is 24 V. Specify the maximum transistor dissipation, peak
output voltage, and peak output current for each design.
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11.3 Calculate the efficiency of the direct-coupled class A power amplifier shown in
Fig. P11.3. What is the maximum voltage across the transistor?

FIGURE P11.3
A direct-coupled class A amplifier.

Ry

Ve

11.4 Design a transformerless class B power amplifier using complementary symmetry

transistors to deliver 20 W to a 50- £ load. Specify the maximum transistor dissipation,
peak output voltage, and peak output current for each transistor.

11.5 Figure P11.5 illustrates three different methods of biasing a class A amplifier. Compare
the efficiency factor

V+ v+

V-

FIGURE P11.5
Three methods of class A biasing.
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Peak output power

Transistor dissipation with no input signal

for the three configurations.

11.6 Design a power amplifier using the DV1260T power MOSFET (see App. 1 for specifi-
cation). The load resistance is 50- 2, and it is to be coupled to the transistor with a
transformer {which is assumed to be 90 percent efficient). What is the maximum pos-
sible output power without exceeding the transistor maximum ratings? What are the
required supply voltage and current?

11.7 Design a class A push-pull amplifier to deliver 100 W to a 50- & load. Use DV1260T
MOSPOWER FETs (App. 1). Specify the supply voltages, bias network, and turns
ratios of any transformers used. The source resistance is 500 Q.

11.8  Design aclass C amplifier that will deliver an average power of 20 W at 1 MHz using
the DV1260T MOSPOWER FET (see App. 1).

11.9 Determine the maximom output power and conduction angle of a class C amplifier
using the DV1260T MOSFET and a 24-V supply voltage (see App. 1).

11.10 If a class C amplifier is to be used as a frequency tripler, what should the conduction
angle be for maximum output power?

11.11 Determine the maximum output power of a frequency tripler using the DV1260T
MOSFET and a 24-V supply voltage (see App. 1).

11.12 Design a complementary class D amplifier to deliver 100 W to a 50- 2 load using
DV1260T transistors (see App. 1). Assume typical transistor values, A 24-V supply is
to be used, and an impedance-matching transformer can be used for the output.

11.13 What is the efficiency of the amplifier of Prob. 11.127 What will efficiency be if a
DV1260T FET is used?

11.14 What is the maximum output power pdssible using DV1260T transistors in a class D
amplifier? (See App. 1.) What will be the maximum value of supply voltage?

11.15 Describe a technique for class § amplification that uses single-edge pulse-width
, *modulation,

*11.16 Design a class A power amplifier using MRF 177 transistors to deliver 20 W to a
50-£2 load. Calculate the maximum transistor dissipation, peak output voltage, and
peak output current of each transistor; and compare with the values obtained from
the simulation. Determine the bandwidth of the amplifier.
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Modulators and Demodulators

&2 121
INTRODUCTION

Communication systems require circuits for frequency conversion, modulation, and
detection: Modulation is the modification of a high-frequency carrier signal to
include the information present in a relatively low frequency signal (the modulating
signal). The information is modulated onto a higher-frequency signal because radio
wave propagation is more efficient at higher frequencies and smaller antennas can
be used. Also, a larger bandwidth can be obtained at the higher frequencies,
enabling many information-containing signals to be multiplexed onto one carrier
and sent simultaneously.

A practical illustration of this is the composite color-television signal used in
the United States that was developed by the National Television Systems Commit-
tee (the NTSC system). This television signal includes a frequency-modulated
sound signal with a resulting bandwidth of approximately 325 kHz with 100 per-
cent modulation. The sound signal is then shifted to a center frequency of 4.5 MHz
8o that it does not overlap with the video signal. The composite signal also includes
the video information consisting of the picture signal and vertical and horizontal
synchronization pulses ‘with a bandwidth of 4 MHz. The color information, or
chrominange signal, which is also contained in the composite signal, is modulated
onto a 3.58-MHz, subcarrier, '

JThe total signal, then, includes time- and frequency-multiplexed components.
This signal is then amplitude-modulated onto one of the standard broadcast chan-
nel carrier frequencies, which creates both upper- and lower-sideband frequency
components. For standard TV broadcasting most of the lower sideband is filtered
out before transmission. The removal of one sideband reduces the amount of
power that must be transmitted and reduces the channel bandwidth, allowing for
more channels in a given frequency spectrum. The frequency spectra of the
transmitted signal are illustrated in Fig. 12.1. The signal bandwidth is 6 MHz,
which includes 4.75 MHz above the carrier frequency and 1.25 MHz (the vestigial

487
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) P ) 5 FIGURE 12.1
4.5 MHz z Frequency spectra of a stan-
l dard broadcast TV channel.
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sideband) below the carrier frequency. The color subcarrier C is 3.58 MHz above
the carrier frequency, and the center frequency of the sound signal is 4.5 MHz
above the carrier frequency.

Demodulation, then separates the received information from the high-frequency
carrier signal. Radio pioneers used the word detector for the device that detected the
transmitted information. Today the terms detector and demodulator are often used
interchangeably, but detector can have other connotations, such as when applied to an
AGC detector or a frequency detector (for automatic frequency-control applica-
tions). In this chapter the terms detector and demodulator are used interchangeably,
but it will be clear from the context which type of detector is being discussed.

In the following sections we will discuss the various types of mixers, modula-
tors, and demodulators and their respective applications. The differences between
time-varying and time-invariant circuits are also considered.

B 122
FREQUENCY MIXERS

The most commonly used device for frequency modification is referred to as a fre-
quency mixer,”or simply mixer. The ideal mixer, represented by the schematic
shown in'Fig. 12.2, is a device which multiplies two input signals. If the inputs are
sinusoids, the ideal mixer output is

AlAs
2

V, = (A sinay1)(A; sinant) = [cos (@ — wy)t — cos (@) + @2)t] (12.1)
The output consists of the sum and difference frequencies of the two input frequen-
cies, one of which is the desired component. The other input frequency is removed
with filtering—this combination of a mixer and filter to remove an output frequency
is often referred to as a single-sideband mixer.
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FIGURE 124
Simplified equivalent circuit of the two-
diode mixer.
Ry
where V=V, P(t)
1 VL >0
FP(t) =
( ) [ -1 VL <0

In Fig. 12.5, P(z) is a square wave with a frequency equal to that of the local oscil-
lator frequency ;. It can be expanded in a Fourier series as

4 i sin[(2n + 1)wy 1]

P(t) = — 12.2
(#) 2 1l (12.2)
‘o V=V, i Z sin(2n + Doyt
= 2n+1
If V;is a sine wave
V; = Vsinw;t
then v = 2_V 2. 05 [(2n + Dy — w;lt — cos [(2n + Ve + w;lt (123)
et 2n+1

Since V, =.V, + V¥, the mixer output consists of the local oscillator signal plus an
infinite number of additional frequencies created in the mixer. The output frequencies

.-
£

P() FIGURE 12.5
+1 A local oscillator waveform.
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— it I - — 5
o
14 = RL§
o N I
V-V L1 =
@VL _
FIGURE 12.6

A two-diode mixer in which the load oscillator signal does not
appear in the output.

in addition to the upper and lower sidebands are called spurious. The desired mixing
component is selected from the mixer by filtering the output.

The preceding analysis assumed that the local oscillator signal was much larg-
er than the input signal and sufficiently large to instantaneously switch the diodes.
Any deviation from these assumptions increases the distortion of the desired fre-
quency component. Distortion is considered further in the discussion of double-
balanced mixers. A disadvantage of the mixer circuit shown in Fig. 12.3 is that the
local oscillator signal appears in the output. If the local oscillator frequency is much
larger than the input frequency, then the desired mixing product w; + w; or w;, — @;
may be close to the local oscillator frequency, and it will be difficult to separate the
frequencies by filtering.

The local oscillator signal does not appear in the output of the mixer circuit
shown in Fig. 12.6. If the center-tapped transformer is ideal, then the voltages will
be as shown in Fig. 12.7. If V, is positive and much larger than V;, then both diodes
will be conducting, and V, = V,, since the local oscillator currents balance out in
the output transformer (assumed to have a-unity turns ratio). If the local oscillator
signal is negative, the diodes will be open and the output signal will be equal to

[N

o
rd

FIGURE 12.7
Simplified equivalent circuit of the diode

+
v, A mixer shown in Fig. 12.6.
!
L -
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P \ FIGURE 12.8
'1 1 Output waveform of the mixer shown in
Fig. 12.6.

T 2T t

zero. In general, the output voltage can be represented by

Vo =V, P(1)
1 VL >0
where P(t) = {0 V, <0

In this case P(f) is a square wave (illustrated in Fig. 12.8) with a frequency equal
to that of the local oscillator frequency, but it differs from the preceding case in
that the dc value is no longer equal to zero. And P(t) can be expanded in a Fouri-
er series as

1 2 S sin(2n+ Doyt
Pty=-+— _— 12.4
2 2 + b4 ; 2n+1 az4
If V; is a sine wave
V; = Vsinw;t
then the output voltage is
sinw;t Vo cos [(2n + Doy — a;lt = cos [(2n + Day + ot
V) =V + Vg cosl@n t Do — ] (27 + Doy + o]
2 e 2n+1
n=0 (12.5)

The output of this mixer differs from that in Fig. 12.3 in that it does not contain the
local oscillator signal, but it does contain a signal at the same frequency as the input
signal. In some applications this can be a problem, as illustrated by the following
example.

EXAMPLE 12.1. The input section of a general-coverage receiver with a 10-MHz inter-
mediate-frequency (IF} filter is illustrated in Fig. 12.9. To tune the receiver to an input
frequency of 20 MHz, the local oscillator frequency must be 10 MHz in a down-
conversion receiver. If the mixer shown in Fig. 12.3 is used, then the local oscillator sig-
nal will be piesent at the IF output, and it will probably be so large that it will mask out
the inpiit signal. If the mixer is connected as illustrated in Fig. 12.6, the local oscillator
signal will be removed from the output. Still, an unwanted 10-MHz signal present at the
input will appear at the IF output unless it is removed by an input filter (preselector).

IF amplifier FIGURE 12.9 .
and filter > IFoutput  Receiver input section.

Local
oscillator
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= = » .

FIGURE 12.10
A double-balanced mixer.

A double-balanced mixer circuit, which can be used with a balanced load, is
shown in Fig. 12.10. The behavior of this circuit is the same as that of the mixer
illustrated in Fig. 12.6, and the output is given by Eq. (12.5) if one-to-one trans-
formers are used.

A switching-type mixer containing four diodes in which neither the local oscil-
lator signal nor the input signal appears at the output is shown in Fig. 12.11. If the
local oscillator signal V; is positive, then diodes D, and D4 will conduct and the
equivalent circuit will be as shown in Fig. 12.12, with r,; representing the equiva-
lent diode on resistance. The circuit is more easily recognized if it is redrawn as
shown in Fig. 12.13; the balanced output transformer eliminates the local oscillator
signal from the load. The two loop equations are

Vi=(h+ LR+ hira =V,
and Vi=(h+ R)Rp +Lryg+ Vg

FIGURE 12.11
A four-diode switching-type mixer.
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é Ry
_J_ NN
FIGURE 12.12

Equivalent circuit of Fig. 12.11 (for positive local oscillator voltage).

FIGURE 12.13
Circuit equivalent of that in Fig. 12.11.

If V; is eliminated,
v
Ry +ri/2
Va RL
or 4___"r
Vi R +raf2

If the local oscillator signal is negative, diodes D, and D, conduct, and the equiva-
lent circuit is as shown in Figs. 12.14 and 12.15. The output voltage is then

Vo
h+iL= R,
L

_ o WR
T RL+r4/2

Vo

FIGURE 12.14
Equivalent circuit of Fig. 12.11 (for negative local oscillator voltage).
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FIGURE 12.15
Clircuit equivalent of that in Fig. 12.14.

In this mixer the output voltage is proportional to the input voltage and is switched
at the local oscillator frequency; therefore,

V() =V, Pmm
where P(t) is given by Eq. (12.4). If V;(¢) is a sine wave
V; = Vsinawyt
then
V() = o rd/z {?V ; cos [(2n + Dz co,;; +C;as [2n + Doy, + w;lt }

- (12.6)

A double-balanced mixer with perfectly matched diodes and ideal transformer
coupling will generate the upper and lower sidebands plus an infinite number of
spurious frequencies centered on odd harmonics of the local oscillator frequency,
but both the input and local oscillator signals are isolated from the output. Compact,
inexpensive double-balanced mixers are commercially available that cover the fre-
quency spectrum from the tens of kilohertz to the gigahertz region. Their excellent
performance is due in a large part to modern fabrication techniques which enable
one to construct closely matched dicdes. High-frequency Schottky barrier diodes are
invariably used today.

Conyersion Loss

Mixer conversion loss is defined as the ratio of output power in one sideband to sig-

nal input power. It is a most important mixer parameter, particularly for the receiver

input stage. To calculate the conversion loss, we will assume that the external imped-

ances are adjusted for maximum power transfer. Consider first the double-balanced

mixer circuit shown in Fig. 12.11. If the input transformer has a 1:1 turns ratio, then

the equivalent circuit is as shown in Fig. 12.13, and the load impedance seen by V; is
Vi Vi

= =R+
nL+nL I T2
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Normally R; 3 ry, sothe input will be matched for maximum power transfer if
R; = R.. Under this condition V; = V,/2 and

_ V32
T 4R,

From Eq. (12.6) we see that the output voltage in one sideband (assuming
Ry>ry)is

Volw;_i:w, = = =

Vix2 W
Fi 4

and the output power is

VZ

= 5
J'TZRL

[

So the conversion gain of the double-balanced mixer is

P, 4R, _ 4 27
P; _J'l'zRL _JT2 )

which is less than 1. The mixer has a conversion loss of

2
L= IOIOgT ~ 4 dB

For an ideal double-balanced mixer matched to the source impedance, and ignoring
the power lost in the transformer and switching diodes, approximately 40 percent of
the signal input power will be transferred to the output.
For the single-balanced mixer shown in Fig. 12.5, the output voltage of one
sideband [from Eq. (12.5)] is
Vi

VOICD(_‘HD.' =

If the input port is matched for maximum power transfer,

. _Y
L 0T 2m
. ' 2
- P = V!
4R;
VZ
d =
- 4R,
The power gain is
P
G=="=@xH"! (12.8)
P;
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so the conversion loss is L = 10 log 72 ~ 10 dB, and the conversion loss of the
single-balanced mixer is 4 times (6 dB) larger than that of the double-balanced
mixer.

Distortion

As the mixer input signal power increases, it will reach the level at which it is larg-
er than the local oscillator power. The input signal then assumes the switching role,
and the output power becomes proportional to the local oscillator power. Since the
local oscillator power is constant, the output power will be constant. An idealized
power transfer characteristic is shown in Fig. 12.16. At low input power levels, the
power transfer is linear: but as the input power increases, distortion begins and the
response becomes nonlinear. At high input levels, the output saturates at a level pro-
portional to the local oscillator power. As the signal level further increases, the
intermodulation distortion (IMD) also increases.

Intermodulation Distortion in Diode-Ring Mixers!'

Consider a diode-ring mixer with a resistance R in series with each diode, as shown
in Fig. 12.17. The purpose of the additional resistors will become clear once the
IMD is determined. The transformers are assummed to be ideal, and the diodes all
have identical characteristics. If the local oscillator power is sufficiently large, the
circuit during either half-cycle is as shown in Fig~12.18. The diode current then
consists of a constant component /, due to the local oscillator, and a small compo-
nent i, due to the input signal. The diode current is described by

ip=ILe"/Vr
where V, is the voltage drop across the diode and Vr = kT /q.

The input signal V; causes a signal current 2i to flow through the load. Because
of the circuit symmetry one-half flows through each diode. That is,

ip,=1—i

¢ Mdeal mixer  FIGURE 12.16
7/ respotise . ..
P Mixer power transfer characteristics.

Qutput power

Input power
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=

FIGURE 12.17
A four-diode mixer with linearizing resistors.

FIGURE 12.18
Equivalent circuit of mixer shown in Fig. 12.17.

and ip,=T+i
The currents are shown in Fig. 12.18. The voltage equations are
i VL— VaZVD1+iDjR

and . ¢ < —V,—V,=—Vp, —ipR
" I—i
or Vo—Vo=Vrln—" + (I =R
I+i
and —VL—Vaz—[VTIn +(I+i)R]
5
Adding the two equations, one cbtains
I —;
—2V, = Vrln —— — %R

IF+i




12.2 Frequency Mixers 499

and since 2V, =2(V; — 2iRy)
the relation between input voltage and diode current is

Ve I+i
u:i(2RL+R)+7T1nI+’

This can be expanded for i < I'to
V,:QRM)HE[1_1(1)2+1(£)3 (1):_..]
2 |11 2\1 3NT I
— [_’_ _1 (1)2 _! (1_)3 + higher-order terms. . :I
I 231 3NI

The even-order terms cancel, so

v 1/7i\3
V.= (2RL + R+ —T) i+ = (i) + odd higher-order terms

I 3\!
Since the first term of the power series is not zero, the series can be inverted?:
Vi Vr v?

"TIR. +R 3 QR+ R
Comparing this equation with Eq. (3.64), we see that

Vr
3Q2R. + R)4I?

The third-order intermodulation distortion is proportional to k§ [Eq. (2.60)], so the
smaller the magnitude of k3, the smaller will be the IMD. The IMD is inversely pro-
portional to the sixth power of the current I;, so the larger the local oscillator drive
level, the smaller will be the IMD. The addition of a resistor R in series with the
diode reduces the IMD. An additional diode can be used in place of the resistor. This
permits higher local oscillator drive levels and a corresponding reduction in IMD.

Diode-ring mixers are classified by the different elements in each leg. Fig-
ure 12.19 illustrates three classes of diode-ring mixers. The class Il mixers have the

ky = (12.9)

o AN D | FIGURE 12.19
‘ - |> I ' Three classes of diode-ring mixers.

»

Class 1 mixer Class II mixer (After Cheadle, 1973.)
{type II)

Class II mixer Class 11T mixer
(type I}
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highest power-handling capabilities, but because of the additional matched compo-
nents, they are also the most expensive to manufacture. The capacitor in parallel
with the series resistor in the class Il diodes acts to reduce the distortion that
occurs when the local oscillator signal switches state: it also reduces conversion
loss by acting as a high-frequency bypass for the signal voltage. At high frequen-
cies the effects of finite switching time also cause distortion. It can be shown that
for the same power levels, a square-wave signal will cause less distortion than will
be the case if a sine wave signal is used for the local oscillator.?

Square-Law Mixers

The square-law characteristic is approximated by several electronic devices. That a
square-law device can function as a mixer is readily seen by squaring the sum of
two sine waves:

(A sinef + A;sin cz,\zz‘)2 (A.2 sma)]t)2 + (A3 sin a)gt)2 + 2A,A;sinwq sin wot

_ AX(1 — cos2w1) N AL(1 — cos 2wst)
2 2

4 2A1Az[cos (w — )t — cos (o + w)t]

S (12.10)

An ideal square-law device will provide the upper and lower sidebands, together
with a dc component and the second harmonic of both input waveforms. The circuit
is frequently used at microwave frequencies for down conversion to the lower side-
band, which is at a lower frequency than either of the input signals. A simple square-
law mixer, which has been used since the earliest radio receivers were built, is
shown in Fig, 12.20. Crystal diodes were originally used, but today Schottky barri-
er diodes are the best choice.

At lower frequencies this form of the diode mixing is normally not used
because of the large conversion loss. Transistor mixers are preferred because they
can provide conversion gain. Transistors are often used to approximate the square-
law characteristic. The input and local oscillator signal voltages are applied to the
transistor so that they effectwely add to the dc bias voltage to produce the total
gate-source or base-émitéer voltage. The composite signal is then passed through
the device noallnearity to create the sum and difference frequencies.

FIGURE 12.20
1 T A simple square-law mixer-detector.

i

.
P~

il
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BJT Mixers

Figure 12.21 illustrates a simplified bipolar junction transistor (BJT) mixer. For this
circuit the base-to-emitter voltage is

Vee=Voc+V,— Ve
where Vpc is the base-to-emitter bias voltage. The collector current in a bipolar
transistor is described by (V;, > 0)

ic = Isenlr

and since Vie=Voec+V:i =V,

the current is ic = Ise"oc/Vre¥i/Vr g=ViiVe

If V; = Vicosw;if and V; = V; cos w,t, then the current can be expanded in a series
of modified Bessel functions* as

ic(t) = Ise"™ /" [ L(y) L, (x) — 21,(y) 11 (x)} €08 wot + 211 (¥}, (x) cos w;t
— 41, (y)1(x) cos w;t cos w,t + higher-order terms] (12.11)

where y = V|/Vr, x = V1 /Vr, and I, is the nth-order modified Bessel function.

The collector current consists of a dc component I, components at both the
input and local oscillator frequencies, components at the frequencies w, & w;, and
an infinite number of high-frequency componenty, The amplitude of either the
upper- or lower-sideband component is

I = Le"»/Vr 21 (y) I (x)

(12.12)
L hx)
—
1,(0) 1, (x)
: +—o+V,. FIGURE 12.21
J_ - A bipolar junction transistor
(BJT) mixer.
2 1
o]
16 oV,
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The 19cal oscillator voltage amplitude is constant, and if V; 3> Vi, then the collec-
tor direct current will not vary with changes in the amplitude of the input signal,
since

lim I,(y) = 1
y—=0

The mixer should have a linear response to changes in the input amplimide. The ratio

s given as
I y y J,Z ],4

L) 2 8 ' 16

So if the input amplitude is sufficiently small, the mixer upper- and lower-sideband
outputs will be a linear function of the input signal. For y < 0.4 (V; < 10.5 mV)
the response will be within 2 percent of a linear response. The amplitude of the side-
band current is

;o hO) )
T L) Lk

L& _ ., h@
L - L0

(12.13)
~ Icy

provided the input signal is sufficiently small. Note that g,, is the transconductance
Ic/Vr. Theratio I)(x)/1,{x) rapidly approaches 1 as x increases:

Li(x) -1 -
x>0 Io(x)
L) _
and ) =z (.86 forx=4

So if the local oscillator drive level is approximately 100 mV (x = 4) or larger, the
amplitude of the upper- and lower-sideband current components is J = g, V,. If the
collector circuit is tuned to either of these frequencies, the mixer conversion gain
G = g R, where R, is the equivalent load resistance at the frequency of interest.
The BJT mixer has the advantage over diode mixers in that it provides conversion
gain, although it will be much noisier than a properly designed diode-ring-type
mixer. Another. advantage of the BJT mixer over diode mixers is that the local
oscillator drive level required is much smaller. This reduces oscillator design and
systema-shielding requirements.

FET Mixers

If an FET is operated in its “‘constant-current” region, the idealized FET current
transfer characteristic is the square-law relation

v 2
ip = Ipss (1 - f) (12.14)
P
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where V,, is the gate-to-source voltage and V) is the transistor pinch-off voltage.
Because of the square-law characteristic, the FET will not generate any harmonics
higher than second-order. Since the third-order intermodulation distortion arises
from the cubic term in the transfer characteristic, an ideal FET mixer will not produce
any third-order intermodulation distortion. However, in reality, the transfer charac-
teristic deviates from the idealized version, and some intermodulation distortion will
be produced. Still, a properly biased and operated FET mixer will produce much
smaller high-order mixing products than a bipolar transistor. This is one reason why
an FET mixer is usually preferred to a bipolar transistor mixer. The FET also pro-
vides at least 10 times as great an input voltage range as the BIT. Figure 12.22 illus-
trates an FET mixer circuit. The drain current is (in the constant-current region)

. v — v+ Vpe 2
ip=Ipg|l————
Vo

where Vjc is the gate-to-source bias voltage (or Vgs — Vr for a MOSFET). If the
applied signals are sine waves

(12.15)

v; = V;sinay;t
and vy = Vpsinwgt
then the output current [obtained by expanding Eq. (12.15)] is
ip = Ipc + K (V;sinw;t — Vi sinwit) + Ko2(V; sin 2wt + Vi sin2wrt)
— Ky sin(aw; — a);_)t_‘-!- Kjsin(w; + @)t (12.16)

The amplitude of the sum and difference frequencies is

Inss ViV,
K3 = DSS'V2 L
P
K3 Ipss Vi
The term — = 12.17
=V (12.17)
' O +¥pp FIGURE 12.22
J_ An FET mixer circuit.

: §L|—>1F
""'I-
- . ]
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is referred to as the conversion transconductance g.. In general, the device with the
lowest pinch-off voltage has the highest gain, and the conversion transconductance
is directly proportional to the amplitude of the local oscillator signal. It would also
appear that FETs with high 7555 are preferred, but Ipgss and V), are related. It is usu-
ally the case that devices selected for high Ipgs also have a high V), and a lower
conversion transconductance than low- {pgs devices. Since the device is to be oper-
ated in the constant-current region, V; must be less than the magnitude of the pinch-
off voltage. If

Vol

Ve=—F

IDSS
then K;=—V
2V,

and the sideband current is

, I ,
Ip = K58in (@ el = V.—E-.Sg- sin (w; a1t
2V,
Since for a JFET the transconductance is

: ; s
o= 20 _ ol ) Ve
3V, v,

(12.18)

V=0

the conversion transconductance is one-fourth the small-signal transconductance
evaluated at V,; = 0 (provided V, = V,/2). For a MOSFET it can be shown that
the conversion conductance cannot exceed one-half of the transconductance of the
device when it is used as a small-signal amplifier.

EXAMPLE 12.2. AnFET with Ipgy = 40 mA and transconductance g,, = 14 x 1072 §
at Vg, =0 is to be used in a mixer. Estimate the conversion gain if a 50-Q load is
used.

Solution. Since

—_— _ —2ps Vs
\ gn = v, v,

thé transistor pinch-off voltage is

2 x40 x 1073
T
The peak local oscillator voltage V; should be kept to approximately 50 percent of this
value in order to minimize distortion. If V; = 2.85 V, then the conversion transcon-
ductance is found from Eq. (12.18) to be

40 x 107

_ -3
go=— 5 =35x107°s
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_ The magnitude of the voltage gain is
A, ~g.Rp =175

If the device is operated in the common-gate configuration, the current gain will be
close to unity, so the voltage gain will also be equal to the power gain.

Although the conversion transconductance is smaller than the small-signal
transconductance, it is large enough that the circuit can be operated as a mixer with
power and voltage gains. This is an important difference from the diode-switching
mixer. An FET mixer is capable of producing lower intermodulation and harmonic
products than a comparable bipolar or diode mixer. Also, an FET mixer operating at
a high level has a larger dynamic range and greater signal-handling capacity than
does a diode mixer operated at the same local oscillator level. However, the noise
figure of FET mixers is currently higher than that of diode mixers. The best inter-
modulation and cross-modulation performance is obtained with the FET operated in
the common-gate configuration, where the input impedance is much lower than that
for the common-source configuration. Figure 12.23 illustrates a double-balanced
mixer in which the FET transistors are operated in the common-gate configuration.
The push-pull output cancels the even-order output harmonics.

The dual-gate MOSFET is often used as a mixer. A typical dual-gate MOSFET
mixer circuit is illustrated in Fig. 12.24. If the input signals are sinusoidal, the out-
put will contain frequency components at both the sum and difference frequencies.
Several other frequency components are also present in the output. The magnitude
of either the sum or difference frequency is proportional to

A= K|V,

-

so the conversion gain is proportional to the magnitude of the local oscillator volt-
age. For maximum conversion gain, the local oscillator amplitude should be select-
ed so that it drives the gate just to the point of transistor saturation.

V;D—%é; _i_ . IF
o——

I

)1
I

s

L

i”-—

Ry +Vpp

FIGURE 12.23
An FET double-balanced mixer,
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Y FIGURE 12.24
A dual-gate MOSFET mixer circuit.
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The input signal is normally connected to the lower (closest to the ground)
input gate terminal and the local oscillator signal to the upper gate. If the input is
connected to the upper terminal, then the drain resistance of the lower transistor sec-
tion appears as a source resistance to the input signal. It has been shown in Chap. 2
that the source resistance will reduce the voltage gain at the collector. Also, the con-
nection has a larger drain-to-gate capacitance with a lower bandwidth than is attain-
able when the input signal is connected to the lower gate. The device is usually
biased so that both transistors are operating in their triode (nonsaturated) region. In
this region it can be shown® that the small-signal drain current is

ot \ ig = gmlvgl + &m, V32
where = B 8m =ao+ a1V, —a:Vy,
and 8m, = b, + b Vg1 + b2ng

The drain current can be written as
ia = a1V} +a,Vy + (@2 + b))V Vy, + bV, + 52V (12.19)

Since the drain current contains the product of the two signals, the dual-gate
MOSFET can be used as a mixer when both transistors are operated in the non-
saturated region.
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B-12.3
AMPLITUDE AND PHASE MODULATION AND DEMODULATION

Amplitude modulation (AM)} is the process of varying the amplitude of a constant-
frequency signal with a modulating signal. Continuous-wave (CW) modulations
turn the carrier on and off in response to a modulating signal. It can be considered a
special case of AM and also a special case of frequency modulation. In this section
we concentrate on the circuit aspects of modulators and demodulators, but since the
circuitry always depends on the frequency spectrum of the signal, the mathematical
models for the various modulation methods are introduced in order to describe the
frequency distributions of the modulated signals.

Amplitnde Modulation

An amplitude-modulated wave can be mathematically expressed as
S(t) = g(t) sinw, .t

where g(7) is the modulating signal (modulation) and w, is the carrier frequency.
Normally the modulating signal varies slowly compared with the carrier signal fre-
quency. For conventional AM the modulated signal is in the form of

§() = Al + mf(z)]sin .t (12.20)

where m is called the modulation factor and is normally less than 1; 100m is the per-
cent age of modulation. Consider a simple modulating signal:

J(t) =cosw,t
then St)y=A {sin w.t + %[sin (w, + wy)t + sin (w, — w,,,)t]} (12,21)
The frequency spectrum of the modulated signal is shown in Fig. 12.25. It consists
of the carrier frequency plus upper- and lower-sideband components centered about

the carrier frequency. This signal is often referred to as the Jull-carrier double-
sideband signal. Figure 12.26 illustrates a sinusoidal modulating signal and the

. : FIGURE 12.25

i | Frequency spectrum of an
. amplitude-modulated signal.
Carrier —e
3
3
& m/2 mi2

o/ L= tn £ £t I
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AN ‘ 7\ FIGURE 12.26
Amplitude-modulating and
\/ \/ amplitude-modulated signals.

el
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carrier amplitude modulated by the sinusoid. The signal envelope is of the same
form as the modulating signal (m < 1).

Equation (12.21) shows that for m < 1 the amplitude of the carrier is at least
twice as large as the amplitude of either sideband component, so at least two-thirds
of the signal power will be in the carrier and at most one-third in the two sidebands.
Because the carrier does not contain any modulating information, it is often removed
or suppressed, resulting in the signal

S(t) = ATm[Sin (tw: + wa it + sin (w, — @ )i] {12.22)
which is referred to as a double-sideband (DSB) suppressed-carrier signal. The car-
rier component is not present in the DSB signal. However, as the waveform gets
more efficient in terms of power-to-information content, the detection method gets
more complex. Some means of recovering the carrier component is needed for the
detector to recover the amplitude and frequency of the modulating signal. The DSB
signal, although more efficient in terms of transmitted power, still occupies the
same bandwidth as a normal AM signal. Since both sidebands contain the same
information, one sideband can be removed, resulting in a single-sideband-signal
(SSB). SSB is the most efficient formi of an amplitude-modulated signal. Circuitry
for the three types of AM will now be described.

Amplitude Modulators: Standard AM

Full-carrier double-sideband amplitude modulation is achieved either by modulat-
ing the oscillator signal at a relatively low power level and amplifying the modu-
lated signal with a cascade of amplifiers (including an output power amplifier) or
by using the modulating signal to control the supply voltage of the power ampli-
fier. Both methods are illustrated in Fig. 12.27. The power requirements of the
modulator and modulating signal can be estimated by considering the power in an
amplitude-modulated waveform:

S() = A[l + m(t)] sinw,.t
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Mixer
. Low.pass - Power
Oscillator | filter “|  amplifier
Finl?)
(a)
Vﬂ.'
Knl)
Oscillator »|  Amplifier a;g}‘i’;; -
)]
FIGURE 12,27
(@) A low-level amplitude-modulation circuit; (b) amplitude modula-
tion at high power levels,
The peak output power is
A? -
(Po)peak = 7(1 +m) (12.23)

so if the maximum modulation index is unity,
(Pa)peak = 2A2 = 4(Po)car

The modulator must be designed to handle 4 times the average carrier power with
100 percent modulation; the output power will be 4 times the carrier power.
Several of the previously analyzed mixer circuits with output filtering can be
used to realize the low-level modulation illustrated in Fig. 12.27a. For example, the
output of the diode mixer showninFig. 12.3 is given by Eq. (12.3). If V, is asine wave

Vi = Vi sinowt
and if a low-pass filter is added to the output with a bandwidth of
’ B=w, + w;

then the output will be
4V .
S =W (1 + —= smw,-t) sin wy t
~ i V]
Since the low-pass filter removes the higher-frequency component, the modulation
index of the resulting AM waveform is m = (4/7)V/ V). This particular amplitude
modulator functions well only for low indices of modulation.
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Voo - FIGURE 12.28

T WD A collector-modulated
+ circuit.
E Va0

3

RFC

RF input

Both the FET and BJT mixers described earlier can function as amplitude mod-
ulators with a relatively high modulation index. The final amplifier will need to be
linear. Linear class C can be obtained with the output circuit tuned to the carrier fre-
quency. The output will then be linearly related to-the input, provided the amplifier
output circiit is not current-limited. (The peak value of the current pulses must be
proportional to the peak value of the input drive current.)

The most frequently used method of amplitude modulation at high power
levels is to modulate the supply voltage to the power amplifier, as shown in
Fig. 12.27b. Figure 12.28 illustrates a collector-modulated circuit. The transistor
can be operated as either class B or C; the gutput circuit is tuned to the carrier fre-
quency and has a bandwidth equal to twice that of the modulating signal. The
modulating signal is applied in series with the dc supply voltage, so the total low-
frequency supply voltage for the transistor is

V=V.+V, (t )
= V..(1 + mcoswpyt)

provided Vi (1) = mVo cos wpt
It was shown in the discussion of class C power amplifiers that the amplitude of the
output signa) under-saturation-limited conditions equals the power supply voltage.
Therefore, changing the transistor supply voltage modulates the output signal
amplitude proportionally, and the output voltage becomes

i V, = V..(1 + m cos w,t) cos et
For 100 percent modulation the peak value of the voltage V,,(#) must equal V.. At
full modulation the sidebands each contain one-fourth the power of the carrier, so

P, = % P.. The carrier signal has an amplitude V,.,and the amplitude of each sideband
component is one-half that of the carrier amplitude. The total output power is then

2
PD o E VCC
2 2R,
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The unmodulated carrier power is supplied by the power supply. The remaining
power must be furnished by the modulator. One reason that output modulation has
been the most frequently used method is that collector modulation results in less
intermodulation distortion than existing low-level modulation circuits.

All the information in an AM wave is contained in one sideband. It is possible
to eliminate the other sideband without loss of information; thus the required trans-
mitter power is reduced to one-third of that previously required, since the power in
each sideband is one-fourth the carrier power for sine wave modulation. Double-
sideband suppressed-carrier modulation can be easily realized with the double-
balanced mixers previously described. Although transmitter complexity is not
markedly increased for DSB signals, the receiver is more complex. Single-sideband
suppressed-carrier transmission results in an even more complex receiver, and the
quality of the demodulated signal is generally not as good. However, SSB is exten-
sively used because of the reduced power and bandwidth requirements. The signal
quality is adequate for applications of voice transmission.

The simplest method of SSB generation is to generate the DSB signal using
a double-balanced modulator and then remove one of the sidebands with a filter.
A block diagram of this form of SSB generation is shown in Fig. 12.29. Another
method of SSB generation, the phasing method, is illustrated in Fig. 12.30. Here
both the modulating signal and the carrier signal are processed through phase split-
ters, which each generate two signals 90° out of phase with each other. The sum-
ming network output

S(t) = Acosw.tsinw,! + Asinw,t cos w,t

= Asin (w, + w,)}t

V) Double- Sideband FIGURE 12.29 '
—_ |  baianced — 'ril;“ L, ssp Filtering method of single-
1! N .
modulator | DSB sideband generation,
Carrier
A cOs w,f 5t wyt
- Mixer A e
J A sin wgt
. i
4 90° phase 90° phase Summing
Alf:iio_ splitter CRF | splitter network [ SSB
A sin wy!
A cos wy!
Mixer B
A sin wof €05 wyt
FIGURE 12,30

Phasing method of single-sideband generation.
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is the desired SSB signal. The phasing method has the advantage of not requiring
the sharp cutoff filters of the filtering method of SSB generation, but it is difficult to
realize a broadband phase-shifting network for the lower-frequency modulating sig-
nal. The television signal described at the beginning of the chapter uses vestigial
sideband plus the low-frequency portion (the part closest to the carrier) of the other
sideband. The technique is used primarily to conserve bandwidth. It is suitable for
television because the low-frequency components are sufficient for reconstructing
an acceptable picture.

Demodulators

AM detection can be divided into synchronous and asynchronous detection. Syn-
chronous detection employs a time-varying or nonlinear element synchronized with
the incoming carrier frequency. Otherwise the detection is asynchronous. The sim-
plest asynchronous detector, the average envelope detector, is described here.

Average Envelope Detectors

A block diagtam of the average envelope detector is shown in Fig. 12.31. The rec-
tifier output

S S() =0

0 St) <0

.

V.(t) = {

can be written as
V() = S()P(1)
If §(r) is periodic with a frequency ., then

1 for §(z) = 0
Pm_lo for () < 0

And P(f) is a rectangular wave (identical to that illustrated in Fig. 12.8) with the
same frequency @, and so [from Eq. (12.4)]

. 1 2&sinr+1)
Py=-+2Y —— o,
EET ® 2+n§ 2n+1
If (1) is the AM wave described by Eq. (12.20), then
’ in e, 2a, .t
V.(8) = A[1 +mf(1)] (% +a '+ €08 20t + higher harmonics ofwc)

(12.24)

SO | Halfwave | ¥ | Low-pass FIGURE 12.31
rectifier ™  fier [  Block diagram of an average envelope
detector.
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If the low-pass filter bandwidth is chosen to filter out the component at w, and all
higher harmonics, the output will be

V() = All +Rmf(t)]

which is a dc term plus the modulating information.
Two additional points will be made to further describe the operation of the
envelope detector. First, consider the case where

() = sinwnt
Then Eq. (12.24) can be written as

sinw.t m _ . cos(w, — wy )t — cos(w, + wy,)t
0 gt 1 25— 0l — (o + o)
T

V() = A[

+higher-frequency terms:| (12.25)

The output will contain a term at the frequency w. — w,, which must also be
removed by the low-pass filter. This is not possible if @, is close to w,. To ensure
that this distortion does not occur, the maximum modulating frequency should be
constrained so that

W,
(W) max = —2"‘

and the corresponding low-pass filter bandwidth B must be selected so that
V.(t) >0 if Si) >0

This is only possible if m is not greater than 1 (the maximum modulation is 100 per-
cent) and the carrier term is present. Average envelope detection will only work for
normal AM with a modulation index less than 1. However, if a large carrier compo-
nent A cos w,! is added to the SSB signal, the resultant signal can also be detected
with an envelope detector (see Prob. 12.10).

A simple diode envelope detector circuit is shown in Fig. 12.32. It is assumed
here that the input signal amplitude is large enough that the diode can be considered
either on or off, depending upon the input signal polarity. The diode can then be
replaced by an open circuit when it is reverse-biased and by a constant resistance

FIGURE 12.32
A diode envelope detector.

>
o=
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FIGURE 12.33
Envelope detector input (dashed line) and output waveforms.

when it is forward-biased. The series capacitor C. is included to remove the dc
component [Eq. (12.24)]. The purpose of the load capacitor C in the circuit is to
eliminate the high-frequency component from the output and to increase the aver-
age value of the output voltage. The effect of the load capacitor can be seen from
Fig. 12.33, which illustrates the input and output signal waveforms of a diode detec-
tor. As the input signal is applied, the capacitor charges up until the input waveform
begins to decrease. At this time the diode becomes open-circuited, and the capaci-
tor discharges through the load resistance Ry as

Vi = V,e /8O

where V, is the peak value of the input signal, and the diode opens at time 7 = 0.
The larger the value of capacitance used, the smaller will be the output ripple
{which means the smaller will be the undesired high-frequency components and the
larger will be the dc value of the output voltage). However, C cannot be too large,
or it will not be able to follow changes in the modulated signal. The time constant is
often selected as

RC = [(wnwo)™'1?

If the highest modulation frequency approaches the carmrier frequency, these two
constraints become incompatible and some other form of detection, such as a syn-
chronous detector, must be used.

Synchronous Detection

Envelobe detectors will not detect some AM signals such as DSB. If it is possible
to obtain a signal synchronized in frequency and phase with the original carrier,
then it is possible to readily detect DSB signals. Some communications systems
transmit a small pilot carrier signal synchronized with the original carrier signal.
FM stereo uses this technique. If a local oscillator signal synchronized with the car-
rier signal is available, then demodulation can be accomplished, as shown in
Fig. 12.34. Consider, for example, the DSB signal given by Eq. (12.22). If the local
oscillator signal is

VL = Vsinw,t
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S(1) Low-pass FIGURE 12.34
’ ™ giter [ Synchronous amplitude demodulator.

VL
then the output signal is
V, = V.5

A
= TmV[Z COS Wyt — €05 (20, + W)t — €08 (2w, — )]

If this signal is low-pass-filtered (w,, < B < w,), the output is

Ve AVm

4]

€OS Wyt

which is proportional to the original modulating signal. The same form of synchro-
nous detection can be used to detect normal AM and also SSB signals. Therefore, if
a signal phase-synchronized with the carrier is available, any of the previously
described mixer circuits together with a low-pass filter can be used as a detector. If
the local oscillator signal is a square wave, the same results apply. As previously
shown, the square wave will result in additional high-frequency mixing products,
but these can all be removed by the low-pass filter. The mixer requirements for
detection are far less stringent than those of the recetver input mixer. For detection
the signal level is larger, and mixer noise is less of a problem. Also the mixer-
detector usually follows a narrowband filter, and intermodulation distortion is not a
significant problem. Phase-locked loops can also be used for AM detection and pilot
carrier recovery. These applications are discussed in Chap. 8.

Angle Modulation

Amplitude modulation alters the amplituiic of a sine wave carrier. Information can
also be transmitted by modulating the phase and frequency. Such modulation is, of
course, often used. Angle modulation has the disadvantage, compared with ampli-
tude modulation, of occupying a wider bandwidth, but it can provide better dis-
crimination against noise and other interfering signals.

An angle-modulated waveform can be written as

S(t) = A(t) cos [t + 8()] (12.26)

where w, is the carrier frequency and A(f) is the amplitude modulation. Ideally, A(f)
will be constant, with the phase #(t) representing the angle modulation. Angle
modulation can be further subdivided into phase and frequency modulation, de-
pending on whether it is the phase or the derivative of phase (frequency) that is
modulated. Frequency modulation and phase modulation are not distinct, since
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Vi FIGURE 12.35
g A phase-locked-loop frequency
demodulator.
i Phase 8
detector " o vco

changing the frequency will result in a change in phase and modulating the phase
also modulates the frequency.

Angle Modulators

Frequency modulation can be achieved directly by modulating a VCO (direct FM)
or indirectly by phase-modulating the RF waveform by the integrated audio input
signal (indirect FM). Another method of FM is to use a phase-locked loop, as shown
in Fig. 12.35. The output in response to the modulating signal V,, (assuming a lin-
ear model for the loop) is

(Ko/$)Vu(s)

6o = TR, K, F(5) ) GI)

(12.27)

where K, is the phase-detector gain constant and K, is the VCO sensitivity (hertz
per volt). In the steady state, the output phase will be proportional to the modulating
voltage, so the phase-locked loop can serve either as a phase modulator or, if Vi is
the integral of the modulating signal of interest, as a frequency modulator. The
phase-locked loop bandwidth (described in Chap. 9) needs to be wider than the
bandwidth of the modulating signal in order for the loop not to distort the signal.

FM Demodula}mrs .

The same typé of Circuitry is used for detecting both types of angle modulation, and
we wiHl tefer to either process as FM detection. In this section a few of the many dif-
ferent methods that have been used for the detection of frequency-modulated waves
are evaluated. FM detector circuits are often referred to as frequency discriminators.

The ideal FM detector produces an output voltage that changes linearly with
changes in the input frequency, as illustrated in Fig. 12.36. The output voltage will
usually be zero at the carrier frequency. Any deviation from the linear characteristic
distorts the deiected waveform. Amplitude modulation caused by noise, signal fad-
ing, etc., can also cause the recovered signal to be distorted. Limiting circuitry is
usually included in an FM detector to reduce the amount of amplitude modulation.
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a¥, FIGURE 12.36
Ideal characteristics of a frequency-to-voltage converter.

¥ FIGURE 12.37
Transfer characteristics of an ideal limiter.

The transfer characteristic of an ideal limiter is illustrated in Fig. 12.37. The
limiter output is restricted to the values that depend only on the sign of the input
waveform. A single-stage differential-pair limiter is shown in Fig. 12.38. This
circuit gives a close approximation to the ideal limitgr characteristic. The transfer
characteristic is symmetric (about V; = 0), so there are no even harmonics (or
direct current) in the output waveform. The input signal must be large enough to
drive the differential amplifier into saturation. If the input signal is too small,
several differential-pair stages can be cascaded in order for the output to be sat-
urated. Integrated-circuit limiters frequently contain three cascaded differential sec-
tions.

EXAMPLE 12.3. A differential pair has a voltage gain of 60 dB into a 2k load and a
—r— " e -} €418 s innut ualtana grives the stags info.sat-
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FIGURE 12.38
A differential-pair limiter.

The derivative of an angle-modulated signal is an amplitude-modulated FM wave-
form; all the modulating information is contained in the amplitude of the differenti-
ated waveform. Normally e, > df/dt. If so, the amplitude modulation can be
removed with an envelope detector. Of course, any amplitude modulation on the
original signal must first be removed by limiting.

The output of the envelope detector will be propartional to w, + dé/dt, which
is w, + K V,,(¢) for a frequency-modulated waveform. If the output is then high-
pass-filtered to remove the constant term w,., the remainder will be proportional to
the modulating signal. This approach does have the disadvantage that any dc com-
ponent in the modulating signal is lost.

There are many circuits for realizing the differentiator, but the single-tuned cir-
cuit is used most often. The frequency response of an ideal differentiator H(jow) =
jwK has a +90° phase shift, and the magnitude increases with increasing fre-
quency at 6 dB per octave. The frequency response of a simple tuned circuit will
approximate this response at frequencies sufficiently below the circuit’s resonant
frequency. .

The frequency response magnitude of the parallel tuned circuit is obtained from
Eq. (4.7) and Table 4.1: :

-

» ; —_— R
|A(jw)| = (1 4+ OXw/w, — w,/w)*]/?

Values for Q and @, of the parallel tuned circuit are given in Table 4.1.

The magnitude of the frequency response of this circuit is plotted in Fig. 12.39.
The carrier frequency must be sufficiently below the resonant frequency of the cir-
cuit that the magnitude response is approximately linear. If the carrier frequency is
too far below the resonant frequency, there will be too much attenuation, with a cor-
responding degradation of the signal-to-noise ratio.
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[ A} FIGURE 12.39
Tuned-circuit gain as a function of frequency.

W @

At the frequency w, + Aw,
R
{1+ Q*lw: + Aw)/w, — w,/ (@ + Aw)P}/
~ Rw,(Aw + w,)
Qlw? — (w; + Aw)?]

provided . is close enough to w, that

o, + Aw — w?
Q[—] 3> 1

|A(jw)| =

w,(w, + Aw)
Also, if
w, + Ao K w,
R(w, + A
then AGa) ~ Bt 00)
Qwa

The output consists of a constant term corresponding to @, plus a component
proporiional to the frequency deviation A, Balanced discriminators are often used
to eliminate the constant term. A simplified balanced discriminator is illustrated in
Fig. 12.40. The upper resonant circuit is tuned to the frequency e, — @, and the
output is proportional to w, + Aw. The lower resonant circuit is tuned to w, 4+ w,,
and the output is proportional to @, — A, The differential output is then

V, = Ko + Ao — (@ ~ Aw)] = 2K Aw

which is proportional to the frequency deviation from the carrier frequency.

R T
| é T" ém’r ?f i

FIGURE 12.40
A balanced frequency discriminator.

=




520 CHAPTER 12: Modulators and Demodulators

Pulse Discriminators .

A different approach to FM discrimination, one becoming increasingly popular as
advances in digital integrated circuits continue, is shown in Fig. 12.41. The zero-
crossing detector outputs a pulse on every other zero crossing of the input signal
corresponding o a zero crossing for every full cycle of the input waveform. The
period discriminator then determines the period between alternate zero crossings
and converts the period information to an analog voltage with the period-to-voltage
converter.

Figure 12.42 shows one method of implementing this frequency discriminator.
The voltage comparator functions as an amplitude limiter. Whenever the input sig-
nal goes positive, the contents of the counter are strobed into the D/A converter and
the counter is reset. The counter increments at a constant rate equal to the clock fre-
quency. Therefore, the contents of the counter are proportional to the time lapse
since the last positive-going zero crossing. A D/A converter connected to the
counter output provides an analog signal proportional to the perioed or frequency.
The circuit can also be implemented as shown in Fig. 12.43. For each trigger signal,
the multivibrator outputs a positive pulse of constant duration. For this circuit
the monostable multivibrator outputs a positive pulse of constant duration and a
square wave when the input is triggered at a rate equal to the carrier frequency.
Since the average value of square wave is zero, the output voltage will also be zero.

S) | Zero-crossing Period | Period-to-voltage | XVl
detector "| diseriminator =~ converter
FIGURE 12.41

A pulse frequency discriminator.

Clock
() S — KVlt)
Voltage Counter Digital-to-analog "
) comparator converter
) 1
”, N
FIGURE 12,42

Block diagram implementation of a pulse frequency discriminator.

Y .
5 Zero-crossing »| Monostable Averaging | Yo
detector multivibrator circuit
FIGURE 12.43

Another pulse frequency discriminator.
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50 FIGURE 12.44

Pulse frequency discriminator waveforms.
! | !

[
| ; | |
| | | |
Zero-crossing i |
detector

Multivibrator

If the input frequency increases, the multivibrator output will be as shown in
Fig. 12.44. Since the pulse length is constant, the multivibrator output is no longer
symmetric, and the average output voltage will be positive and proportional to the
increase in frequency. If the input frequency decreases below the carrier frequency,
the output voltage will become negative.

The pulse duration discriminator is very insensitive to amplitude modulation.
Compared with ratio discriminators, it is primarily limited by the speed of the digi-
tal circuitry and the increased complexity of its hardware. Another popular FM dis-
criminator, the phase-locked-loop frequency discriminator, is described in Chap. 8.

B 124
DIGITAL MODULATION

Today more and more. information is being transmitted in digital form. This is true
from tow-frequency voice transmission to an all-digital television system to satel-
lite communications at microwave frequencies. The many reasons for the increased
use of digital modulation include the advances in modern technology, which made
available small, compact, and inexpensive digital circuits; the ability to transmit at
low signal-to-noise interference ratios; and the ease of time-multiplexing the data.
Also, digital signals allow for the use of very efficient power amplifiers. Digital
modulation can refer to the modulation of an analog signal by a digital waveform or
the digital modulation of an analog signal. An analog signal is one that takes on a
continuum of values, such as 0 to 10 V, and it can be either amplitude- or angle-
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modulated. A digital waveform assumes only the values corresponding to logical Os
and 1s. An analog signal can be modulated with digital data by varying either the
amplitude (such as CW modulation), frequency (as in frequency-shift keying), or
phase (as in phase-shift keying). Digital data can also be transmitted directly using
various encoding methods, such as BCD, and data formats, such as nonreturn to
zero (NRZ) or return to zero (RZ).

Figure 12.45 illustrates the components required to convert an analog-modulated
signal V,,(¢) to a digitally encoded waveform. The signal is first sampled (see
Chap. 8 for an analysis of the sampling process), providing a pulse-amplitude-
modulated (PAM) signal, which can be transmitted directly but which is usually
converted to a pulse-code-modulated (PCM) signal in the A/D converter. The
Nyquist sampling criterion states that the sampling frequency f, must be greater
than twice the bandwidth B of the input signal in order to preserve all information.
That is, f; > 2B. If the sampling rate is less than twice the bandwidth, the fre-
quency spectrum centered about the sampling frequency overlaps the original spec-
trum and cannot be separated from the original spectrum by filtering. (This is
known as foldover distortion, or aliasing.)

Thus, a PAM system must include a band-limiting filter before the sampler to
ensure that foldover distortion does not occur. The Nyquist sampling rate may need
to be significantly exceeded if precise resolution of the signal is required in a short
time. The Nyquist criterion states the minimum sampling rate required, but a large
number of samples are required before the signal can be accurately reconstructed.
Consider the problem of measuring the period T of a sine wave (as illustrated in
Fig. 12.46) from its PAM values. The signal period could be estimated by counting
the number of samples between successive zero crossings or between zero

V(6) PAM A/D PCM FIGURE 12.45
| Sampler converter | Digital encoding of a signal.

&

FIGURE 12.46
A uniformly sampled sine wave.

F=UN+1T)"1 f=(NT)!
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crossings of the same sign (corresponding to a full input cycle). If there are N sam-
ples between zero crossings of the same sign, the estimated period of the signal is
T = NT;, where T, is the sampling period. The maximum error in the estimation of
the period is one sample period. That is,

NI, <T =(N+ 1T
The uncertainty in the frequency estimate is
Af =(NT)™ =[N+ DT = [N(N + DT =~ (N°T) ™!

Therefore, for small errors

Af N2T? Z
_r
or f= A_f (12.29)

This equation provides a good estimate of the sampling frequency necessary to esti-
mate the frequency of a sinusoidal waveform with an accuracy +Af.

EXAMPLE 12.4. Determine the sampling rate required to estimate the frequency of a
sine wave with a maximum error of 1 Hz. The maximum frequency of the unknown sig-
nal is I kHz.

Solution. If the estimate is to be made from one cycle of data, Eq. (12.29) can be used.
The required sampling frequency is

The sampling rate requirements can be reduced if more samples (at the same
rate) are used to estimate the period. For example, if P full cycles of the sampled
signal are used, the sampling uncertainty is still one sample period, so the required
sampling frequency is

f2
= PAf

The PAM signal is usually converted to a PCM signal before transmission,
using an analog-to-digital converter. In uniformly encoded PCM, all signals falling
within a prescribed amplitude interval are represented by a single discrete value.
Theprocess is illustrated in Fig. 12.47, where eight equal-size quantization levels
and a binary representation of each level are presented. If the signal level lies any-
where within the lowest level (and lowest 12.5 percent), it is assigned the binary
code 000. If the signal lies in the highest level (the highest 12.5 percent), it is
assigned the binary code 111. Signal amplitudes must be confined to the maximum
range of the encoder, or else overload distortion will occur. The quantization
process introduces quantization noise; the more quantization levels, the smaller will
be the quantization noise. It was mentioned in Chap. 10 that for sampled data the

fs (12.30)
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; FIGURE 1247
8 - - —_ Amplitude levels of a PCM signal.
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signal-to-noise ratio after uniform quantization of a noiseless signal is approxi-
mately

S
N> +-6n dB (12.31)

where n + 1 is the number of bits in the digital word (including the sign bit). The
uniform quantization process results in each level having the same amount of noise.
Therefore, the small signals have a small signal-to-noise ratio, and the large signals
have a large signal-to-noise ratio. In many applications such as voice transmission,
the large signals are the least likely to occur; uniform PCM is not efficient for such
applications. A more efficient encoding procedure results if smaller quantization
levels are used for small signals and large quantization levels for large signals. The
process is known as companding; it is possible to achieve the result with a linear
A/D converter preceded by a nonlinear amplifier whose gain decreases with in-
creasing signal level. Various nonlinear characteristics can be used to implement the
amplifier (compandor). A widely used characteristic is the « law, defined as
In(1+ u|x])

C F(x) = Sgl’l(x)-—l"(l_l_—u) (12.32)

where_x is thc 1nput 31gna1 amphtude (-1 <x <1), sgn{x) is the polarlty of x,
and % is a parameter used to define the amount of compression.® The gain com-
pression functions are now included directly in the design of A/D converters
{encoders), and the modulation is frequently referred to as log-PCM.

Many signals, such as voice signals, contain a large amount of sample-to-
sample redundancy, which permits a reduction in the digital bit rate (and thus the
bandwidth). If the sampling rate is fast enough, the next sample value is probably
going to be close to the previous sample in amplitude. Differential pulse code mod-
ulation (DPCM) encodes the difference between samples. As in PCM, the analog-
to-digital conversion process can be conventional or companded. DPCM is ideally
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S o+ AD DPCM

D/A Accumulator

FIGURE 12.48
A differential pulse code medulater.

suited for digital implementation and large-scale integration. Figure 12.48 contains
a block diagram representation of one system for DPCM implementation. The error
signal is digitized, and the estimate of the input signal is constructed by accumulat-
ing the error signal. This estimate is then reconverted to analog form to obtain the
next error estimate. There are many implementations of this technique, including
many which do not reconstruct the analog signal but rather generate the error esti-
mate in the digital domain. DPCM provides approximately a 1-bit reduction in word
length for the digital modulation of speech signals.

Delta modulation (DM) is another method of digital modulation of analog sig-
nals. DM is a special case of DPCM., It uses only 1 bit per sample to represent the
difference signal. The signal bit specifies whether the signal has increased or
decreased since the last sample. Delta modulation requires an appreciably higher
sampling rate than PCM or DPCM, but the hardware required is simpler. Fig-
ure 12.49 illustrates a delta modulator consisting of a clock, comparator, pulse gen-
erator, and integrator (to reconstruct an estimate of tfe input signal). The compara-
tor ontput consists of digital bits, and the pulse generator output consists of two
equal-amplitude pulses of opposite polarity. The polarity depends on the output bit.

Digital Modulation and Demodulation of Analog Data

The digitized data, often referred to as the baseband data, can be easily modulated
onto a radio-frequency carrier since the baseband has only two amplitude levels.
The circuit components previously discussed are directly applicable to this prob-
lem. The following are the most frequently used techniques.

Amplitude Modulation

For digital or continuous-wave modulation, the oscillator can be directly keyed on
an “off,” but this can create frequency distortion referred to as chirps. A better
method is to operate the oscillator continuously and then switch the output on and
off with a buffer amplifier {(switch). On/off keying is a special case of amplitude or
frequency modulation. It is the most economical method of digital communications,
particularly if envelope detection is used, but it gives the poorest error performance.
Some form of angle modulation gives better performance.
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FIGURE 12.49

b+
DM
Compatator DM A delta modulator.
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Pulse
generator

Integrator

Another type of amplitude modulation used for transmission of binary data is
quadrature AM (QAM), which uses two carriers in quadrature (offset by 90°). If a
carrier is amplitude-modulated by a signal that assumes only the values =£1, then
the modulated signal is

S@) = A—2 siney

The envelope will have an amplitude of 1 + m/2 or 1 — m /2. The digital data con-
tribute a portion that is either in phase or 180° out of phase with respect to the car-
rier. QAM uses two carriers 90° out of phase; both are modulated by digital data,
and then the modulated signals are summed. The relative phase of the signal portion
is then 45, 135, 225, and 315°. QAM is able to transnnt twice as much data as quad-
rature AM modulation.

Frequency Modulation

Frequency-shift keying (FSK) is a special case of frequency modulation that can be
achieved by pulling a VCO plus or minus a standard frequency deviation Aew. FSK
is often used for low-cost, low-data-rate communication over analog telephone net-
works. The channel capacity can be increased by using multiple frequencies. An
FSK system having four frequencies is denoted as (FSK),. FSK detection is readi-
ly achieved with phase-locked loops, as described in Chap. 8.

Phase Modulation

It can be shown that for two-level line coding the maximum use of transmitted power
is achieved when one signal is the negative of the other. Phase-shift keying (PSK)
has become the most popular digital modulation method for high-performance
applications. A relatively simple method of PSK modulation is to generate the car-
rier signals 180° apart in phase and then select between the two signals, depending
on the data values. The data rate can be increased by transmitting multiple-phase sig-
nals. (PSK)s, for example, will assume one of eight values spaced 45° apart.
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Bascband 1 BPSK FIGURE 12.50
| medulator Block diagram of a QPSK
[ modulator.
0°
Qscillator > :)E?f: . Summer |j——>
F
90°
i
Baseband 2 N BPSK
"| modulator

Quadrature-phase-shift keying [QPSK or (PSK)4] uses four phase values
spaced 90° apart. QPSK is achieved by using two binary phase-shift-keyed (BPSK)
modulators with the two carriers 90° apart in phase, as shown in Fig. 12.50. The two
BPSK signals are then summed. The phase splitting can be achieved with a PLL, as
described in Chap. 8. It can be shown that an ideal QPSK modem can transmit
2 bits/s per unit bandwidth. To transmit 50 x 10° bits/s, for example, will require a
transmission bandwidth of 25 MHz if QPSK is used. Coherent demodulation is
normally used for QPSK demodulation by recovering the carrier as described in
Chap. 8. Many other phase modulation methods are possible,” such as staggered
QPSK (SQPSK) and minimal shift keying (MSK), and can be realized with the
basic circuitry described in this test.

B 125 -
INTEGRATED-CIRCUIT TECHNIQUES®

Most integrated-circuit modulators and demodulators use some form of a variable
transconductance multiplier that relies on the dependence of the transistor’s
transconductance upon its bias current. The technique is illustrated by the differen-
tial amplifier in Fig. 12.51. It was shown in Chap. 2 that for small values of differ-
ential input voltage, the differential output voltage is

Vo = gmRiV:
and the transconductance is
 Vr RiVr

&n

Therefore, the output

~ R Vi Vs
ReVr

is proportional to the product of the two input signals.
One difficulty with this circuit is that since the total current I varies directly

as a function of V5, a large common-mode voltage swing will occur in the circuit.
This common-mode swing is eliminated by the circuit shown in Fig. 12.52, which

Ve (12.33)
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O+¥% FIGURE 12.51
L L Balanced modulator stage commonly used in
1 R R 1 integrated circuits.
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FIGURE 12.52

An improved integrated-circuit balanced modulator.
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consists of two differential stages in parallel. This cir¢uit will now be analyzed with
the assumptions that the transistors are well matched and have a large current gain
(B > 1). Under these conditions,

h+hL=1I
L+ 1L=1I
I+ ls=Ir

If the differential input voltage is small,
I —h =g,V
and -1 =g,V

where g, is the transconductance of the transistor pair Q; and Q> and g,,, is the
transconductance of transistor pair (5 and Q4. Also,

gml - VT

Ig

and = —
Bm, Vi

The output voltage is

Vo=Ru(h — b+ h—1L,)
= Ri(8m, — &m)V1
ViR,
Vr
Also V2 = Vioy + IsR, — IsR — Ve,

(Is — 1)

I
=Vr 111[—5 + Reg(ls — Is}) &= Rp(Is — I5)
s

provided Rp is sufficiently large. Under these conditions

Ry

, ‘ V, =
R Vy

ViV, (12.34)

This circuit operates as a multiplier, provided the input voltages are sufficiently
small. If the voltages are comparable to, or larger than, the thermal voltage Vr, the
transistor pairs function as synchronous switches, and the circuit functions as a bal-
anced modulator. Improved circuits, which provide four-quadrant multiplication,
have been developed, but the balanced modulator circuit suffices for most communi-
cations applications. In integrated-circuit terminology, a balanced modulator is a
multiplier circuit in which the output is a linear function of only one of the inputs.
This input is known as the modulating input, and the other input is referred to as the
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carrier input. When differential inputs are used (such as shown in Fig. 12.52), the
carrier signal appearing at the output is greatly suppressed, and the circuit is referred
to as a balanced modulator.

W 12.6
PROBLEMS

12.1 Design a passive double-balanced mixer (including the specification of the transformer
turns ratio) that will provide maximum power transfer between a 300-Q source resis-
tance and a 50- 2 load resistance.

12.2 If a passive double-balanced mixer is used to realize the mixing product new; — w;,
what is the conversion loss?

12.3 In the circuit illustrated in Fig. P12.3, the local oscillator signal is fed to the primary of
the center-tapped transformer. Derive an expression for the output voltage as a function
of the input voltage, assuming the diodes and transformer are ideal.

|l> | FIGURE P12.3
+ . ” A two-diode mixer circuit.
1
R 7 -
by
L1 Ry
v, - ™~
= ', —

12.4 In synchronous detection of the DSB signal given by Eq. (12.22), what happens if the
local oscillator signal is of the form

Vi = Vcoswt

What does this imply in terms of phase synchronization for the receiver?

12.5 Show that syhéhrphous detection can be used for SSB signal detection. What must be
the phase relation between the carrier and local oscillator signal?

12,6 Determine the sampling rate required to measure the period of a sine wave using the
successive zero crossings to estimate the half-cycle period of the signal. The maximum
signal frequency is 1000 Hz, and the maximum tolerable error is 1 Hz. What is the
required rate if five consecutive zero crossings are used to estimate the period?

12.7 Verify Eq. (12.30).

12.8 Calculate the conversion loss of the simple double-balanced mixer shown in
Fig. 12.10. The diode on resistance is much less than the load resistance R;. What
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value of Ry, is required for maximum power transfer if the circuit employs a 1:1 trans-
former?

12,9 1fa 2:1 voltage transformer is used on the input of the double-balanced mixer shown
in Fig. P12.9, what is the optimum value of Ry, in terms of R,, for maximum power

transfer?
+
R
v &
= - 7
FIGURE P12.9

Double-balanced mixer circuit.

12.10 Show that an amplitude-modulated wave consisting of one sideband plus a carrier
component can be demodulated with envelope detection, provided the carrier ampli-
tude is sufficiently large. -

12,11 Calculate the conversion loss of the single-balanced mixer shown in Fig. 12.3 for the
condition Ry, = 2R, and for the case R, = 2R;.

12.12 Determine the output voltage of the circuit shown in Fig. P12.12. Compare the per-
formance of this circuit with that of the circuit illustrated in Fig. 12.10.

o

FIGURE P12.12
Mixer with balanced load.

12.13 Verify that the differential output of the balanced discriminator illustrated in Fig. 12.40
is 2K Aw, provided one tuned circuit is tuned to w, + Aew and the other is tuned to
w, — Aw.
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12.14 Designa demodulator for QAM signals using phase-locked-loop techniques. Describe
the system in block diagram form.

12.15 Design a (FSK)4 demodulator using PLL techniques. Include circuitry to indicate
which signal is present at the input.

12.16 A system is to measure the peried of a sine wave. Describe how the sampling rate can
be reduced if single-point data interpolation midway between the sampling points is
used.

12,17 Describe a block diagram for QPSK detection.

12.18 Calculate the common-mode voltage swing of the double-balanced modulator shown
in Fig. 12.52 as a function of the input signal V5.

*12.19 Design a class A power amplifier using MRF 177 transistors to deliver 20 W toa 50
ohm load. Calculate the maximum transistor dissipation, peak output voltage and
peak output current of each transistor and compare with the values obtained from the
simulation. Determine the bandwidth of the amplifier.
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Motorola NPN Transistor P2N2222A

Amplifier Transistors

NPN Silicon
P2N2222A

COLLEGTCR
1

EMITTER

MAXIMUM RATINGS
Rating Symbol Value Unit i
Collector— Emitiar Voltage VGEQ 40 vdc 23
Callactor-Base Voltage veoBo 5 Vidc

CASE 29-04, STYLE 17
Emittar—Basa Voltage VEBO 6.0 Ve TO-82 (TO-226AA)

Callecter Current — Continuaus g 600 mAde

Total Device Dissipation @ Ta = 25°C Pp 825 mw
Derate above 25°C 50 mwrC

Total Device Dissipation @ Tg = 25°C Pp 1.5 Watts
Derate above 25°C 12 mwrG

Opserating and Storage Junction T4 Tstu —55 10 +150 °G
Temperaiure Range

THERMAL CHARACTERISTICS
Characteristic Symboi Max Unit
Thermal Resistance, Junction to Ambient RaJA 200 W
Tharmal Resistance, Junction i Case Rayg 83.3 “CIW
ELECTRICAL CHARACTERISTICS (Ta = 25°C unless otharwize nated)
Characteristic symbol [ M
OFF CHARACTERISTICS . -

Gollector— Emitter Breakdown Voltage - V(BR)CEQ 40 —_ Vde
(I =10 mAdc, Ig = 0)

Coliector— Base Breakdown Voltage VER)cEo 75 - vde
(lg=10 pAdc. g =0} o .

Emitter-Base Breakdown Voitags V(BRIEBO 8.0 - Vdc
= fopade, 1c = 0)

Cellector Cutoff Cumrent ICEX - 10 nAdc
(VgE = 60 Vdc, VER(off) = 3.0 Vdc)

Gollector Cuteff Gument ICBO pAde
(Vg =80 Vde, Ig=0) —_ 0.01
(Ve = 60 Vde, Ig =0, Ta = 150°C) - 10

Emittar Cutolf Current IEBO — 10
(VER = 3.0 Vde, g =0}

Collector Cutaff Current ICEQ - 10
(VcE=10V)

Baga Cutoff Current iBEX — 20
{VCE = 80 Vde, VER(gify = 3.0 Vde)

nlMaxIUnltl

§

§

§

536
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PAN2222A
ELECTRICAL CHARACTERISTICS (Tp = 25°C unless otherwise noted) (Continued)
| Characteristic symbol | Mm T sax | unit |
ON CHARACTERISTICS
DC Gurent Galn hFe —
{Ic = 0.1 mAde, Vgg = 10 Vdc) 35 -
{Ic = 1.0 mAde, Vg = 10 Vdc) 50 —
(I = 10 maAde, Vg = 10 Vdo) 75 —
(Ic; = 10 mAdc, Vo = 10 Vde, Ta, = —55°C) 35 -
(I = 150 mAde, VoE = 10 Vde) 100 300
(Ic = 150 mAde, Vg = 1.0 vde)(1} 50 -
(I = 500 mAde, VoE = 10 Vde)(1) 40 -
Callsctor—Emitter Saturation Voktage(1) VCE(sai) Wde
(g = 150 mAdc, I = 15 mAdc) - 0.3
(i = 500 rmAdc, g = 50 mAdc) - 1.0
Base—Emitter Saturation Vottage(1) VBE(sat) Vde
{lc = 150 mAdc, Ig = 15 mAdc)} 08 1.2
(I = 500 mAdc, I = 50 mAdc) - 20
SMALL~SIGNAL CHARACTERISTICS
Current—Gain — Bandwidth Product(2) fr 300 — MHz
(I = 20 mAdc, VCE = 20 Vdc, f= 100 MHz)
Output Capacitance Cobo — BO pF
(VoB = 10 Vde, |g = 0, = 1.0 MHz)
Input Capaciiance Cibo — 25 pF
(Veg=0.5Vds, Ig = 0, f = 1.0 MHz)
Input Impadance hig 3
{Ic = 1.0 mAdc, VoE = 10 Vde, = 1.0 kHz) 20 8.0
{lc = 10 mAde, Vog = 10 Vdc, f = 1.0 kHz) 0.25 125
Voitage Feedback Ratio hra Xio-4
{Ic = 1.0 mAde, VGE = 10 Vdc, (= 1.0 kHz) — 8.0
{Ig = 10 mAde, Vg = 10 Vdc, f= 1.0 kHz) - 4.0
Smal-Signal Currant Gain o htg —
(I = 1.0 MmAdE, VgE = 10 Vde, 1= 1.0 kH2) 50 300
(I = 10 mAdc, Vop = 10 Vde, = 1.0 kHz) 75 fri)
Output Admittance hos wmhosg
(I = 1.0 mAde, VCE = 10 Vdc, f= 1.0 kHz) 50 s
{Ig = 10 mAdc, Vg = 10 Vde, = 1.0 kHz) 25 200
Collacior Base Tima Constant w'Ce — 150 ps
(I = 20 mAdc, Vop = 20 Vde, { = 31.8 MHz}
Noise Figure NF — 4.0 de
(I = 100 pAde, VoE = 10 Vde, Rg = 1.0 ki, f = 1.0 kHz)
SWITCHING CHARACTERISTICS
Delay Tme (VGG = 30 Vde, VRE(offy = =20 Vde, %] — 10 ns
Rise Time I = 150 mAde, Ig1 = 15 mAdc) (Figure 1) Y — py -
Storage Time (Voo = 30 Vde, I = 150 mAde, i — 225 ns
Eall e g1 = lp2 = 15 mAdc) (Figure 2) Y — 60 ns

1. Pulse Test: Pulae Width < 300 s, Duty Cycle s 2.0%.
2. fr is defined as the frequancy at which ihegl extrapolates to unity.
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P2N2222,
SWITCHING TIME EQUIVALENT TEST CIRCUITS

—=] e 10w 100,
18V DUTY CYCLE = 2.0%

"Vog <10

and

— Scopa riss time < 4 ns
*Total shunt capacilance of test Jig,
connectors, and oscilloscope.

Figure 1. Turn-0n Time Figure 2. Turn—0if Time
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P2N2222A
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Figure 5. Turn—On Time
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g o : £
w
g VBE(on) @ VCE=10V g
§.0,4
=
0.2
//
VeE(sa 9 ichg =10 win
===
0102 05 1620 50 W 20 50 100 200 500 10k

I, COLLECTOR CURRENT {mA}
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A PPENDIX

:

U310 JFET Siliconix

n-channel JFETs
designed for . . .

B VHF Amplifiers

® Front End High Sensitivity
Amplifiers

B Oscillators

® Mixers

ABSOLUTE MAXIMUM RATINGS (25°C)

BENEFITS

® Industry Standard
* High Powser Gain
16 dB at 105 MHz, Common-Gate
11 9B at 450 MHz, Common-Gate
® Law Noise
2.7 dB Noiss Figure at 450 MHz
* Wide Dynamic Range
Greater than 100 dB
& 75 {2 Input Match Common Gats

. TO-82
Gate-Orain or Gate-Source Voltage ............... =28V Zam Saction §
JGatRCUMeNT ... ... i 20mA
Total Power Dissipation at TA=25°C .......... 500 mw
Power Darating to 150°C .................. 4.0 mW/°C
Storage Temperature Range. ............. -85 to +200°C 4
Lead Temperature
(1/16” from case for T0seconds/ .............. 300°C d ok
- . o L
TLECTRIC AL CRARALTERISTILS (26" T unlen cinarsiae roted)
U308 11 ] us1e
Charactaristic Win | Tep | e W] Fym oo [omn ] Tyo T | O™ Tost Comuivions.
1 -180 ~150 -150| pA Vgg+-16V,
Ju— Aoverss errrr———
2] |'ess Gate Currset 180 Z150 50| nA |VGE-O Tas128C
|t Gate-Source Braskdown
3 av -25 -28 -25 Ig=—~1uA,V =0
3 : S5 voiwm v ['G=-1wA Vos
4] T Vggiotn  GareSource Cutoff Voltage | =1.0 -84 1.0 40|28 40 Vpg=10V,Ip=1nA
—d -
5)e!ioss Satarauon Drain Current 12 s 12 0] ®0( ma [vpg=10v,vgge0
8| |vesin 3:‘::“"" Forwerd 10 10 18] v |ig=10ma,vpg=o
Common-Gam Forwerd o
1 "N Tramconductence (Nate 11 0| 17 10| 17 | 17 etive Vog= 10V
~—I® in=tma [171HE
Common-Gew Quiput o
—l : fog e rance 150 0 250 | umho
Al ey Gate 25 x3 X -
—‘-;’-M-EE Orain Capecincs 2 25 oF Vg = -0V, £ b Mb
18] 1 [Co Gata-Source Capacitance 50 5.0 50 Vpg 1oV
—1e ‘ -
- . Equivelnt Short Clrouit nv |vpg=tov,
1t [ st Moiss Veltag ) 10 10 b Ioﬂfmm t=100HE
1] Common-Gets Forwers 1s] 18 15 f = 108 MHz
3] i Transconductnce 14 14 14 f = 450 MH2
1 Gommon-Game Outbut 018 0.18 0.13 mmho f » 108 M
Y I Conguctynca 0.32 0.2 .32 vgg =10V, | 17450 MHs
16| R Common-Gats Powsr 14] 11 14| 18 14 18 o =10mA || 108 MHz
] f, Gon Gein (Now 21 1] 1 1 n 1] 1 f = 450 MHr
19 L8] 10 18| 10 156{ 20| 1= 106 MHx
-1 |ne Malse Figure e
9 21| 38 27] 18 27| 28 1« 4BO MKz
NOTES: NZA
1. Pulse ratt crstson = 2 .
2. e |Gpg) mwessured st opmum input noise 1t

54



APPENDIX 3

Motorola MRF177 RF Power FET

The RF MOSFET Line
RF Power

Field Effect Transistors
N-Channel Enhancement Mode MOSFETs

Designed for broadband commatcial and military applications up to 400 MHz
frequency range. Primarily used as drivers or cutput amplifiers in push—pull
configurations. Can be used in manual gain control, ALC and modulation
circuits.
= Typical Performance at 400 MHz, 28 V.

MRF177
MRF177M

100 W, 28 V, 400 MHz
N-CHANNEL
BROADBAND

Quiput Power — 100 W CASE 744A-01 RF POWER MOSFETs
Gain — 12 dB =7
Efficiency — 60% 1 len
= Low Thermal Resistance : |_I I
+ Low Crgg — 10.pF Typ @ VDg = 28 Volts ; I |
« Ruggedness Tested a1 Rated Output Power . | La
« Nitride Passivated Die for Enhanced Refiabikty 7 >—|—‘ |
+ Excellent Thermal Stability; Suited for Class A | |
Oparation | '—l_|.< 3 CASE T44A-01, STYLE 2
» Gircuit board photomaster available upon request by L _: MRFATT
contacting RF Tactical Marketing it Phoenix, AZ. -
CASE 3908-01
I
e
ot dy
3
| |
| 5
4 >_F—| | FLANGE
| |
| '—l_l.< 2 CASE 380B~H, STYLE 1
| | MRF177M
L __
MAXIMUM RATINGS - -
Rating Symbol Valus Unit
Drain—Source Witags . vDss 65 vde
Drain—Gatae Voltage (Rgs = 1.0 M2) VDGR 65 Ve
Gate-Source Voltage, " NEREE ] VGs +40 Vde
Drain Gurrent — Corinuous . Ip 16 Adc
Totel DapicE Dissipation @ Tg = 25°C (1) Pp 270 Walls
Derate above 25°C .54 Wrc
Storage Temperature Fange Tstg —6510 +150 “C
Opaerating Tamparature Range Ty 200 °C
THERMAL CHARACTERISTICS
Characteristic Symbaol Max Unit
Thermal Resistance, Junction—to—Case Agac 0.85 G
NOTE:

1. Total device dissipation rating applies only when the davica is opérated as an RF push—pull amplifier,

packaging MOS devices shoukd be cbservad.

NOTE — CAUTION — MOS devices are susceptible to damage from electrostatic charge. Reascnable precautions in handling and

542




Appendix 3: Motorola MRF177 RF Power FET

ELECTRICAL CHARACTERISTICS (TG = 25°C unless otherwise noted)

543

[ Characteristic (2} [ symbor |

Unkt

OFF CHARACTERISTICS

Drain—Source Breakdown Voltage
(V@g = 0, Ip = 50 mA)

V(BR)DSS

65

Ve

Zero Gate Voltage Drain Current
{Vpg=28V,Vgg=0)

Ipss

made

Gate—Source Leakags Current
{Vas=20V,Vpg=0)

lass

pAde

ON CHARACTERISTICS (2)

Gate Threshold Voltage
{¥ps =10V, Ip =50 mA}

Vas(h)

3.0

6.0

Vdc

Drain-Source On—Voltaga
Vas=10V.Ip=3.04)

VDSs(on)

1.4

Vdc

Forward Transconductance
{(Vpg =10V, Ip=2.0 A)

Ofs

22

DYNAMIC CHARACTERISTICS (2)

Input Capacitance
{Vps =28V, Vgg =0.{=1.0MHz}

Ciss

110

pF

Output Capacitance
(VD5 = 28V, Vgs = 0, { = 1.0 MHz)

Coss

105

pF

Ravarse Transtor Capacitance
{Vps =28V, Vag=0,1=1.0MHz)

Cres

10

pF

FUNCTIONAL CHARACTERISTICS (Figures 7 & 8) {4)

Common Source Power Gain (3)
(VDD = 28 Vde, Poyt = 100 W, f = 400 MHz, I = 200 mA)

Gpg

12

Drain Efficiency (3}
(VDD = 28 Vdc, Pout = 100 W, f = 400 MHz, IpQ = 200 mA)

55

60

Electrical Ruggedness {3)
(VDD = 28 Vdo, P = 100 W, t = 400 MHz, Ipg = 200 mA,
Load VSWR = 30:1, All Phase Angles Al Frequancy of Test)

No Degradation
In Qutput Power
Before & After Test

TYPICAL INPUT/OUTPUT DEVICE IMPEDANCES
MRF177

Series Equivalent Input Impedance
(VDD = 28V, Ipgy =200 mA, Poyt = 100 W, { = 400 MHz)

Zn

235+ j04

Series Equivalent Output Impedance
(VDD = 28 V., Ipg = 200 mA, Pyt = 100 W, | = 400 MMz)

3.2-j1.38

MRF177M

Series Equivalent input impedance
(VDD = 28V, Ing = 200 mA, Pgyp = 100 W, f = 400 MHz}

Zin

264 +]1.64

Series Equivalant Quiput Impadance
(Vpp = 28V, IDpg = 200 MA, Poyt = 100 W, f = 400 MHz)

3.15 + J0.05

NOTES: .
1. Note each lstor chip d s8p by
2. Both transistor chips operatirg In push—pull amplifiar
3. AF functional spocification is thé same for MRF177 & MRF177M
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TYPICAL CHARACTERISTICS
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Appendix 3: Motorola MRF177 RF Power FET

0.325%

0325 y
MICROSTRIP DETAIL
0.15 I DI o 0,15’
045" 0457
045" 045"
I ol I
815 LRl 015"

03287 0.325%
G1,G12  1-10 pF JOHANSON OR EQUIVALENT ol
€2,63,3,06,C10,C11 270 pF ATC 100 MiL CHIP CAP u
C4,C9  1-20pF L
C7 36 pF CHIP CAP A1, R4, RS
CE  10pF CHIP CAP R2
C13,C14  0.1pFD @ 50 vde =}
CI6.C1A 10 pFD & 69 Ve m
GI6 500 pF BUTTON 7]
CI7 1000 pF UNCASED MICA T
T4
BOARD

545

T4 = | outPuT
L2

1NS3478, 20 Vdc

1-TURN NO. 18, 0.25¢, 2 HOLE FERRITE BEAD
8-12 TURNS NO. 18, CLOSE WOUND 375" DIA,
10k @ 172 W RESISTOR

10Kk€1, 16 TURN RESISTOR

2.0k} €N2W RESISTOR

1-1/2 T, 50 [ COAX, 034" THA. ON DUAL 0.5” FERRITE GORE
2,07 25 2 COAX, .075° DIA.

2.1% 1002 COAX, .075" DIA.

40 50 £ COAX. .0865” DIA,

0625%, Cu-Clad, Teflon Fiberglass, £ = 255

Figure 7. Test Circuil Electrical Schematic — MRF177
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e & C“Jf "I*ms'
h _— =
! = =
A1 < -
:

R4
L ————A—
maI-L*_ L
= c2 cs
AF —r |
o7
INPUT T I:):E | R
G = o o gy =, | ourpur
¢z
= 5 =
MICROSTRIP DETAIL  0:225” 0208
a#)-— 0.300” -E%~ 0.300"
4%* 2.300" ﬂi%r 03007
0.225" 0.225%
€1,G12° 110 pF JOHANSON OR EQUIVALENT D1 INS3478, 20 Ve MOTGROLA ZENER
€2, 03,C5,C6,C10,C11 270 pF ATC 100 MIL CHIP CAP L1 1-TURN NO. 18, 0.25", 2-HOLE FERRITE BEAD
408 1-20pF 12 B-¥2TURNS ND. 13, CLOSE WOUND 375" DIA,
G736 pF GHIP GAP A1, A4,R5 10K @ 12 W RESISTOR
C3  10pFCHIPCAP R2  10kQ, 10 TURN RESISTOR
C13,C14  £.1 pFD @ 50 Vde Rl 20k0 @ 1/2W RESISTOR
C15,C18  104FD @ 50 Vdc T1  1-1/2T, 502 COAX, 034" DIA. ON DUAL 0.5 FERRITE CORE
C16  500pF BUTTON T2 20°25C1COAX, 076" DIA.
C17 1000 pF UNCASED MICA T3 217 1051 COAX, 075" DIA.

T4 407500 COAX, 0865 DIA.
BOARD 06257, CQu-Clad, Teflon Fiberglass, £p = 255

Flgure 8. Test Fixture Elactrical Schematic -—~ MRF177M
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Vph =Y

D1 R3

L @ i‘cu """—i 15

&1, C92

C2, C3, C5, C6, C10, C11
C4,C8

G?

v:]

C13,C14

c15

C16

G17

0.4
15

MICROSTRIP DETAL 035"
0z 0.
0.2" 0.157
0¥
025" 02"
oz 0.15"
0z 015"
.38

o4
1-10 pF JOHANSON OR EQUIVALENT ot
270 pF ATC 100 MIL CHIP CAP u
1-20pF L2
43 pF CHIP CAP 3
10 pF CHIP CAP R1, R4, A5
0.1 FD © 50 Ve R2
500 pt BUTTON Rl
1000 pF UNCASED MICA m
10 pFD @ 50 Vde T
™

T4

BOARD

547
T "I'*cn
cn
T4 ol
o = | ouTRUT
12

028"
0.2?5’

0275

025"

1N$347B, 20 Ve MOTORQLA ZENER

1-TURN NO. 18, 0.257, 2-HOLE FERRITE BEAD
8~172 TURNS NO. 18, CLOSE WOUND 375" DHA.
4-TURNS NO, 22, 1/8° DIA., 0.25" LONG

10 k(2 @ 1/2 W RESISTOR

10 k&2, 10 TURN RESISTOR

20k @ 172 W RESISTOR

1-1/2 T, 5842 COAX, .034" DIA. ON DUAL 0.57 FERRITE CORE
20" 25 0 COAX, 075" DIA.

21710 Q COAX, 075" LiA

4.07 50 02 COAX, .0865” DIA.

-0625%, Cu—Clad, Teflor Fibergiass, £, = 255

Flgure 9. Broadband Amplitier Schematic — MRF177M



APPENDIZX 4

Comlinear CLC 430 Current

Feedback Op-amp

Comlinear CLC430

General Purpose 100MHz Op Amp with Disable

General Description

The ComlinearCLC430 is a low-cost, widaband monolithic amplifier
for general purpose applications. The CLC430 utilizes Comlinear's
patented current feedback circuit topolagy to provide an op amp with
a slew rate of 2000V/us, 100MHz unity-gain bandwidth and
fast output disable function. Like all current feedback op amps,
the CLC430 allows the frequency response ¢ be optimized (or
adjusted) by the salection cf the feedback resistor. For demanding
video applications, the 0.1dB bandwidth to 20MHz and differential
gair/phase of 0.03%/0.05° make the CLC430 tha preferred
component for brgadcast quality NTSC and PAL video systems.

The large voltage swing (28Vpp), continuous output current {85mA}
and slew rate (2000VA1s) provids high-fidelity signal econditioning for
applications such as CCDs, transmission lines and low impedance
circuits. Even driving loads of 1000}, the CLC430 provides very low
2nd and 3rd harmonic distortion at 1MHz (-76/-82dBc).

Video distribution, multimedia and general purpose applications will
benefit from the CLC430’s wide bandwidth and disable feature.
Power is reduced and the output becomes a high impedance when
disabled. The wide gain range of the CLC430 makes this general
purpose op amp an improved solution for circuits such as active
filters, differential-to-single-ended drivers, DAC transimpedance
amplifiers and MOSFET drivers.

Features

u 0.1dB gain flatness to 20MHz (A,=+2)
n 100MHz bandwidth (A,=+1)

u 2000V/us slew rate

w 0.03%/0.05° differential gairnvphase

m 5V, 15V of single supplies

u 100ns disable to high-impedance output
u Wide gain range

a Low cost

Applications

u Video distribution

m CCD clock driver

= Multimedia systems
» DAC output buifers
» Imaging systams

Unlly-Gain Fraquency Resp

Magrituda (18/dh)
T I! If
] if

548

—t— 348
1 11 111l 1
] i 100
Fraquency {MHz)
S, 00 Clock Drives
. Typical Application - o— _—
CCD Clock Driver E‘: Y 7 _‘\‘
. e ———
;. nY LY
7] 100 ] 2n
Time [m)
T
Pinout Ne (1] 8]
DIP & SOIC Vinw II:D_LE Ve
Vaondmv E EV@“
Vo [4] BN




Appendix 4: Comlinear CLC 430 Current Feedback Op-amp 549
(] < e R
PARA/ RS ee [
Ambient Temperature CLC430 25°C 25°C | Oto70°C (40 to B5°C
FREQUENCY DOMAIN RESPONSE
unity-gain bandwidth Von < 1.0V, +15 100 MHz
small-signal bandwidth Vo< 1.0V, #15 75 &0 45 42 MHz
Vons 1.0V 25 55 35 MHz
0.1dB bandwidth Vo< 1.0V =15 20 7 MHz
Vou< 1.0V =5 16 MHz
large-signal bandwidth Vo= 10V, 30 22 20 19 MHz
gain fiatnass Vs 1.0V,
peaking DC to 10MHz 0.0 0.1 0.2 0.2 dB
rolioft DC to 20MHz 01 0.7 1.0 1.2 dB
linear phase deviation DC to 20MHz 0.5 18 2.0 2.1 °
differantial gain 4.43MHz, R =1500 [ +15 0.02 0.05 0.08 0.06 %
4.43MHz, Re=15042 %5 0.03 0.05 %
differential phase 4.430Hz, Re=15002 | 215 0.05 Q.08 0.12 0.13 °
4.43MHz, F=15001 | =6 0.09 0.1¢ N
TIME DOMAIN RESPONSE
rise and fall time 2V step 5 7 7 7 ns
10V step 10 14 14 14 ns
sattling tima to 0.05% 2V step 35 50 55 55 ns
overshoot 2V siep 5 15 16 16 %
slew rate 20V step 2000 1500 1450 1450 Vius
DISTORTION AND NOISE RESPONSE
2™ harmonic distortion 1V, IMHI, R=500 -84 dBe
3™ harmonic distortion 1V, 1MHE, R =500 -82 dBc
input voitage noise >18MHz 3.0 35 3.7 3.8 nViHz
non-invening gk cumers noise > 1MHz 3.2 6.0 6.3 5.8 pAMHZ
Inverting input curment noise >1MHz 15 i8 20 21 pANHz
DC PERFORMANCE
input offset voltage +15 1.0 7.5 a0 10.0 my A
average drift 25 - 50 50 uvw/ C
input bias current non-inverting 15,25 3 14 16 20 pA A
average drift 10 - 100 100 nAfC
input bias current inverting +16,45 3 14 15 17 pA A
average drift 10 - 60 a0 nARC
power-supply rejection ralio DC 82 &8 54 83 dB B
common-mode rejection ratio DG 62 54 &3 52 dB
supply current Ri= oo +15,25|| 11,85 12 13 145 mA A
disabled R= o= +15,45 1.5 20 2.2 2.4 mA A
SWITCHING PERFORMANCE
turn on time 200 300 320 340 ns
tum off time (Note 2} 100 200 200 200 ns
off igolation 10MHKz 59 56 56 56 df
high input voltage Vi +15 11.8 12.5 127 v
5 1.8 2.5 27 v
ow input voltage Vi =15 10.8 10.5 10.0 v
=5 4.8 0.6 0.1 v
MISCELLANEOUS PERFORMANCE
Non-inverting input resistance i B8O 3.0 25 1.7 MO
Non-inverting input capacitance 0.5 1.0 1.0 1.0 pF
input voltage range common mode =15 12,5 +12.3 =121 +11.8 v
common mode +6 +2.5 +2.3 2,2 z1.9 v
output voltage range * Rse =15 +14 +=13.7 *13.7 +13.6 v
- A= +5 4.0 +3.9 +3.8 +3.7 A
output current +85 =60 +50 +45 mA
/oo rati b on product ch Individual meters are testad as noted. Outgoll 1
demmnadfrnt?}nsnedparangw pare g0ing qually lavels are
supply vollage +16.5V A)J-level: specis 100% lested at +25°C, sample tested a1 +85°C,
short circult current {nete 1) L-leval: spac |s 100% wafer probad at 25°C.
oorrmn~mode inputvullage Ve B)J-evel: spacis sample tested at 25°C.
p +200C 1) Qutputis short circult p tad to ground, h
slnmga tampemlura -65°Cto+150°C reliabllity I8 obtained if output current doas not emed 125mA.
\ead temporature {soldaring 10 sec) +300°C 2) To>50dB attenuation & 10MHz.
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Customer Design Applications Support

cring Inf
National Semiconductor is committed to design

Model - Tamperature Range Daseription . i
CLCA30AP 40°C 1o +85°C B-pin PDIP excellance. For sales, literature and technical
CLCA30AJE ~40°C 1o +85°C B-pin 8OIC support gall the National Semiconductor
CLC430ALC -40°C to +856°C dice Customer Response Group at 1-800-272-9959
CLC430A8B -55°C to +125°C 8-pinCEADIP, MIL-STD-883 or fax 1-800-737-7018.

CLCA30A8L-2 -85°C ta +126°C 20-pin LCC, MIL-STD-883

CLC43CAMC -55°C to +125°C dice, MIL-STD-883

CLC430A8D -55°C to +125°C 8-pin sidebrazed ceramic DIP,

MIL-STD 833, Level B
DESC SMD number, 5962-92030.
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General Design Considerations

The CLC430 is a genera! purpose curment-feedback
amplifier for use in a variety of small- and large-signal
applications. Use the feedback resistor to fine tune the
gain flatness and -3dB bandwidth for any gain setting.
Comlinear provides information for the performance ata
gain of +2 for small and large signal bandwidths. The
plots show feedback rasistor values for selected gains.

Gain
Use the following equations to set the CLC430's non-
inverting or inverting gain:

Non-Inverting Gain = 1+i
Ry
Inverting Gain = F;ﬁ

Choose the resistor values fcr;I non-inverting or inverting
gain by the following steps.

Vin

Vout
iﬂh CLC430 PV —t

Fig. 0 Component identification

1} Select the recommended feedback resistor B; (refer
to plot in the plot section entitled Ay vs Gain).

2) Choose the value of R to set gain.

3) Select Ry to set the circuit output impedance.

4) Select Ry, for input impedance and input blas.

High Gains

Current feedback closed-loop bandwicth is independent
of gain-bandwidth-product for small gain changes. For
larger gain changes the optimum feadback register R, is
derived by the following:

R, =7240-60Q-(A,)

As gain is increased, the feedback resistor allows band-
width 1o be held constant over a wide gain range, Fora
mone complete explanation refer to application note OA-25
Stability Analysis of Current-Feedback Amplifiers.

Resistors have,qaiyingpa?asﬂlcs that affect circuit per-
formanca in high-speed dasign. For best results, use
leaded metal-film resistors orsurface mount resistors. A
SPICE hodel for the CLG430 is available to simulate
overall circuit performance.

Enable / Disable Function

The CLC430 amplifier featuras an enable/disable func-
tion that changes the output and inverting input from low
to high impedance. The pin 8 enable/disable legic levels

are as follows:

Ve +15V 5V
Enable »12.7V »2.7V
Disable <10.0V <0.8V

The amplifier is enabled with pin 8 left open due to the
2kQ pull-up resistor, shown in Fig. 1.

+Vop
g2k
Ta CLC430
Bins natwork
[ Sy
8k .C)
Pin & STEABLE Voo

Fig. 1 Pin 8 Equivalent Disable Gircuit
Open-collector or CMOS interfaces are recommended to

drive pin 8. The tum-on and off time depends on the
speed of the digital interface.

The equivalent outputimpedance when disabled is shown
in Fig. 2. With R connected 1o ground, the sumof Ryand
Ry dominates and reduces the disabled output imped-
ance. To mise the output impadance in the disabled
state, connect the CLC430 as a unity-gain vollage fol-
lower by removing Rg. Current-feedback op-amps need
the recommended Ry in a unity-gain follower circuit. For
highdensity cireuit layouts consider using the dual CLC431
{with disable) or the dual CLC432 {without disable).

e~

Vin,

Fig. 2 Equivalent Disabled Output impedance

2" ang 3™ Harmonic Distortion

To mest low distortion requirements, recognize the effact
of the feedback resistor. Increasing the feedback resis-
tor will decrease the locop gain and increase distortion.
Decreasing the load impedance increases 3" harmonic
distortion more than 29,

Ditferential Gain and Differential Phase

The CLC430 has low DG and DP errors for video
applications. Add an external pulldown resistor io the
CLCA430's output toimprove DG and DP as seen inFig.3.
A 6040 Rp willimprove DG and DP t0 0.01% and 0.02°.
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Fig. 3 Improved DG and DP Video Amplifier

Printed Circuit Layout

To getthe best amplifier performance careful placement
of the amplifier, components and printed circuit traces
must be observed. Place the 0.1pF ceramic decoupling
capacitors less than 0.1* (3mm) from the power supply
pins. Place the 6.8uF tantalum capacitors less than
0.75" {20mm) from the power supply pins. Shontentraces
between the inverting pin and components fo less than
0.25" (6mm). Clear ground plane 0.1" {(3mm) away from
pads and traces that connect to the inverting, non-
inverting and output pins. Do not place ground or power
plane beneath the op-amp package. Comlinear provides
literature and evaluation boards 730013 DIP or 730027
SOIC illustrating the recommended op-amp layous.

Applications Circuits

Level Shifting

The circuit shown in Fig. 4 implements lavel shifting by
AC coupling the input signal and summing a DC voltage.
The resistor Ry, and the capacitor C set the high-pass
break frequancy. The amplifier closed-loop bandwidthis
fixed by the selection of R;. The DC and AC gains for
cireuit of Fig. 4 are different. The AC gain is set by the
ratio of R; and R,. And the DC gain is set by the parallel
combination of F?g and R,.

R R
V(Ill=vig 1+ 1 _Vl (—f}
A [ [Hnllﬂgn | R,

. - Fig.4level Shifting Cireuit

Multiplexing

Multiple signal switching is easily handled with the dis-
able function of the CLC430, Board trace capacitance at
the output pin will affect the frequency response and
switching transients. To lessen the effects of output
capacitance place a resistor (R,) within the feedback

553

loop to isolate the outputs as shown In Fig. 5. To match
the mux output impedance to a transmission line, add a
resistor (Rg) in series with the output.

Ry R
- Re
CLC430
Vi .
- Ra You
Ang Vi oz

Fig. 5 Qutput Connection

Automatic Galn Control

Current-feedback amplifiers can implement very fast
automatic-gain control circuits. Tha cirguit shown in Fig.
& shows an AGC circuit using the CLC430, a half-wave
rectifier, an integrator and a FET. The CLC430 current-
feedback amplifier maintains constant bandwidth and
linear phase over AGC's gain range. This clreuit sffec-
tively contrels the output level for continuous signals.

Fig. 6 AGC Circuit

The bandwidth of the CLC430 AGC is limited by R, ,
the feadback resistor. The FET gate volitage is limited

. to a range of:

—2.5<Vg<-—1

R of 75002 and C1 of 1.0uF gives a useful R range of
approximately 150 to 2K ohms. Scaling the integrator
gain or adding attenuation before the diode D accom-
modates large signal swings.  Determine the overall
gain by:

Ry

1+ o—1—
Ry +Rg

The integrator sets the loop time constant.
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BURR-BROWN

3554

Wideband - Fast-Settling
OPERATIONAL AMPLIFIER

FEATURES
« SLEW RATE. 1000Vyisec

«FAST SETTLING, 150nsec, max [to +.05%]
« GAIN-BANDWIDTH PROOUCT, 1.7GHz
« FULL DIFFERENTIAL INPUT

DESCRIPTION

The 1554 is a full differential input, wideband
operational amplifier. It is designed specifically for
the amplification or conditioning of wideband data
signals and fast pulses. Tt features an unbeatable
combination of gain-bandwidth product, settling
time and slew rate. It uses hybrid comstruction. On
the beryllia substrate are matched input FETs, thin-
fitm resistors and high speed silicon dice. Active laser
trimming and compiete testing provide superior
performance at & very moderate price.

The 3554 has a slew rate of 1000V /usec and will
output 10V and £100mA. When used as a fast

APPLICATIONS
* PULSE AMPLIFIERS

« TEST EQUIPMENT
. \'IAVEFUH_! GENERATORS
* FAST D/A CONVERTERS

settling amplifier, the 3554 will settle to +0.05% of

the final value within 150nsec. A single external

compensation capacitor allows the user to optimize

the bandwidth, slew rate or ssttling time in the

particular application,

The 3554 i reliable and rugged and addresses almost

any application when speed and bandwidth are

serious considerati It is particularly a good
choice for use in fast settling circwits, fast DA
converters, multiplexer buffers, comparators,
wavcform g integ; and fast

. amplifiers. 1t is available in several grades to allow
selection of just the performance required.

@

“,

rh

0
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TYPICAL CIRCUITS

555

5.6k12 1. nkil
hd A A
2 pl
" _..__“_t.'_
= 3
= y §DpE .
1354 [} Ay
o 1711 L
.
= I 100pF
X1 Inverter X1 Nuninverter
‘._ l ' O
R Ertor
1 I?‘Eﬂ " L?.?? F Lo Signal
ss0ft $.6k6T Ry 3k57 R, k0 = =
e AR W hbA HP $082-3811
c3PF 0 10PF [ 4ot Corrier Diodes
Lo
l‘i kY
€ = 210V
t =ty = 4Snsec ipFto t5pF
= . e . (3) o Amplifier
Yoy o = Qutpul
1711 %o
Vee-Yeo
X 10 [nverter Sattling, Tims Test Circuit Schematic
View from Comgonent Side.
Shaded area i the patteen side conductor,
-&Vm
| Frror
10051 10k Output
PP iy
*
b —COutput
—o
®a
X100 Lwerier
. Yo
. Settling Tine Test Circuit Layout
NOTES:
I. These circyita are optimized Tor driving large capocitive loads {10 470p1°).
2. The XS54 i g at gaing of greader than 55 {CL < 100pF) withuut any freg 'Y cumpensation.
3. 45nsec is aptimum. Very fast rese timex {10:-10nkec) may saiureie the input stage cansing less Huan

optimum wtiling time parformance.

that may be

d when large capucitiva logus ire nul Being cdrivea by she idevie,
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| ELECTRICAL SPECIFICATIONS

Ab Toay = 257 and 1 EIYDC, unlews otherwise neied

JIMAM 1514EME 13345 M
PARAMETERS CONDITIONS UNITS
M TYP [MAX{MIN | TYP |MAX [ MIN| TYP| MAX
QPEN-LOOP GAINIC 0 0 ry O 3 -
MNao | cad L] 1] ub
Ruted |,uad N = 1000 w| W% JB
RAATED QUTPUT v v > g O -
Voltage fo = tHOmA 0] i v
Cunient Y w LIV 0| =128 mA
(hutput Hesincance, open oo I = 1OMHz m 0
DYNAMIC RESPONSE ' . . * * .
Bandwigth (B, small signalp [y} 70t %0 MHz
Crasnohandwtth Produce Coal GalOVIV B0l 23 Mz
Cy 70, U = 10GV}V 413 75 MHr
Cr =0, G = 1000 ¥/ ¥ woe| 700 MH2
Full Pawer Bandwidth Cpm0,V, = 0Vp-p. Ru= 1000)] 18 L3 MHL
Shew Rawe Ce= 0.V, = 20Vp-p, Ru= 10011 1000] 1200 Vs
Seitling Time w X% A LY nyet
w 1% - At 120 nsec
to £.05% . A= 190 {130 nsee
w0 2.01% A= 0 | 250 nace
[TNPUT OFFSET VOLTAGE
Intial offses, Ta = 25°C 03 | *2 02| = 02| = ny
vi. Temp {Ta = -25°C 10 +35°C) 220 | x50 =3 | I VI
va. Temp (Ta = -337C 10 4125°C) 2| %25 s¥'C
i Supply Yoliage 20 | 2300 - . - . uViv
INPUT BIAS CURRENT . . . - * »
Ininal bias, 25°C a BT pA
vi. Temp , b
vs. Supply Voluage - £ | PAIY
INPUT DIFFERENCE CURRENT . . . . . .
Initial difference. 25°C +32 b4l ph
INPUT IMPEDANCE . .
Differential 10" 11 2 il pF
Commen-mode W'z nypF
INPUT NOISE . . . . . .
Voltage. f, = 1Hz Ay = 10001 125 | 4%t nv/yHz
fo= 104z R 1006} s [ 1609 - v HL
f, = 100Hz Ra = 10011 B | ot aviviz
f, = 1kHy Ry = 10062 15 | w1 avivHz
fo= 1OkHz Ry = 1000t [} 33t nviyHz
fo= HOORHZ Ry = 10062 ] Bt AV
f.= IMHz R [0HL 7 Bt RN
fs = 3Hz v 1Mz Ry = LOMY 2 Tt av. pp
fy = 10Hz o IMHz Ry = 1000 ] 25 LV, rma
Current, {a = .JHz to 10Hz Ry =~ 100} 45 1A, pp
fo = I0Hz w0’ IMHz Rs = 1000 2 pA, red
INPUT VOLTAGE RANGE . . . - - .
Common-mode Yalape Range Lincar Operation IV, 4] v
Common-mode Rejcction = DC. Ve = +7V, =10V ) 73 dB
Max. Safe Inpwi Yohage S upply 1
POWER SUPPIY O - . - - .
Rated Yolusge =15 vhC
Voluge Range, deraled performance 23 k41) vDC
Curreml, guisgent 17| #3445 mA
TEMPERATURE RANGE (ambieni) 4
Specification .. .25 +85 | -3 +2% -35 +12% b o
Operating, deraicd performance -55 s | -5s +125 | 35 +128 c
Sorage B . 43 130 | -0% +130 -6% +150 '
8 juncrion-rase T - - 13 1% 15 ‘Tiw
# juncuon-ambient : ) . a3 4 45 W
»
-

* Specifications sumc as for JI3HAM

+* Daubles every +10C

T Vhe paesmetcr o umiered and W ot gu . This w0 8 0% [ level.
The informavon . thia publication has m earnfully chskod and iy blmed tn by reliabie; howsver, ro responsinliny W sumed for postible inacturacies or omsom,
Prices and specifications arc subjct 1o change withouy notice. No palant nphis are grasted 1o sny of The vircuds described herein.
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APPLICATIONS INFORMATION

WIRING PRECAUTIONS

The 1554 is 3 wideband, high frequency operational
amplifier that has a gain-hundwidth product exiectding |
Gigahertz. The full perlormance capability of  this
amplifier will he realized by observing a lew wiring
preciutions and high (requeney technigues.

OF all the wiring precautions, growsding is the most
importast and is described in an individual section, The
mechanical cireuit layout also is very important. Al
circuil element Jeads should be as short as pussible, All
printed circuit board conductors should he wide 10
provide low resistance, low inductance connections and
should be as short as possible. In general, the entire
physical circuit should be as small as practical, Siray
capacitances should be minimized especially at high
impedance nodes such as the input terminals of the
amplifier. Pin 5, the inverting input, is especially sensitive
and all associated connections must be short. Stray signal
coupling from the output to the input or o pin & should
be minimized. A recommended printed circuit board
layout is shown with the “Typical Circuits.” It also may
be used for test purposes as described below.

When designing high frequency circuits low resistor
values should be used; resistor values less than 5.6kf) are
recommended. This practice will give the best circuit
performance as the time constants formed with the circuit
capacitances will not limit the performance of the
amplifier,

GROUNDING

As with ail high (requency circuits a ground plane and
good grounding techniques should be used. The ground
plane should connect all areas of the pattern side of the
printed circuit board that are not otherwise used. The
ground plane provides a low resistance, low inductance
common return pach for all signal and power returns. The
ground plane also reduces stray signal pick up. An
exampie of an adequate ground plane and good high
frequency techniques is the Settling Time Test Cireuit
Layoul shown with the “Typical Circuits.”

Each power supply lead should be bypassed to ground as
near as possibie (o the amplifier pins, A combination of a
1uF 1antalum capacitor in parallel with a 470pF ceramic
capacitor is 2 suitable bypass. .

In inverting applications it is recommended thal pin 6,
the nomifverting input, be grounded rather than being
connected L0 a bias current compensaling resistor. This
assures a good signal ground at the noninverting input.
A slight offset error will result; however, becuuse the
resistor values normally used in high frequency circuits
ure small and the bias current is small, the offset error will
be minimal.

IF point-to-point wiring is used or a graumd plane is ot,
single puint grounding shoukd be used. The input signal
return and the load signal return amd the power supply
common should ail be cannected af the same physical
point, This will climinae any comamon current paths or
groumd loops which could eause signal modutition ar
unwaniced feedbick,

Tt s cecommended 1hat the case of the 1554 aot be
grounded during use (it may, if desired). A grounded case
will 3dd a slight capacitance w cach pin. To an already
functional circuit, grounding the case will probabiy
require shight  compensation rcadjustment  and  the
compensation capacitor values witl be slightly diffcrent
from those recosnmended in the typicul performance
curves. There is no internal connection (o the case.
Proper grounding is the single most important aspect of
high frequency circuityy.

GUARDING

The mput terminals of the 3554 may be surrounded by a
guard ring to divert leakage currents from the input
terminals. This technique is particularly important in low
bias current and high input impedance applications. The
guard, a conductive path that completely surrounds the
two amplifier inputs, should be connected to a low
impedance point which is at the input signal potential. [t
blocks unwanted printed circuit board leakage curremts
{from reaching the input terminals. The guard also will
reduce stray signat coupling to the input.

in high frequency applications guarding may not be
desirable as it increases the input capacitance and can
degrade performance. The effects of input capacitance,
however, can be compensated by a small capacitor placed
across the feedback resistor. This is described further in
the following section.

COMPENSATION

The 3554 uses external frequency compensalion so that
,the user may optimize the bandwidth or slew rate or
setthing time for his particelar application. Several typical
performance curves are provided 1o aid in the selection of
the correct compensation capacitance value. In addition
several typical circuits show recommended compensation
in different applications.
The primary compensation capacitor, Ci, is connected
between pins 1 and 3. As the performance curves show,
larger closed-loop  gain  configurations require less
capacitance and an improved gain-bandwidth product
will be realized. Note that no compensalion capacitor is
required for closed-koop gains sbove $5V/V and when
the load capacitance is Jess than 100pF,

When driving Lirge capacitive loads, AT0OpF and greater,

559
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an additional capacitor, Co, is conneeted herween pin §
and ground, This cupacitor is typically 1000pF. |t is
particuliasrly neeessary in low closed loup yollage gain
conligurations. The value muy he varied to optimize
performunce amd will depend upon the load capacitinee
vaitue, |n addition, the performince muy be optinized by
connceting a small resistance in series with the output and
a small capacitor from pin | to 5. See the “Typical
Circuits™ for the X10 inverter.

The Mt high Trequency rexsponse of the 3554 may be
preserved and any high frequency peaking avoided by
connecting a small capacitor in parallel with the feedback
resistor, This capacitor will compensate for the closed-
lgop, high frequency, transfer function zero that results
from the lime constant formed by the inpul capacitance
of the amplifier. typically 2pF, and the input and
feedbauck resistors. Using small resistor values will keep
the break frequency of this zero sufliciently high,
avoiding peaking and preserving the phasc margin.
Resistor values less than 5.6k{) are recommended. The
selected compensation capacitor may be a trimmer, a
fixed capacitor or a planned PC board capacitance. The
capacitance value is strongly dependent on circuit layolt
and closed-loop gain. h will typicaily be 2pF for aclean
layout using low resistances (1kf}) and up to 10pF for
circuits using larger resistances.

SETTLING TIME

Settling time is truly a complete dynamic measure of the
3554’5 total performance. It includes the slew rate time, a
large signal dynamic parameter, and the time to
accurately reach the final value, a small signai parameter
that is a function of bandwidth and open loop-gain. The
settling time may be optimized for the particular
application by seiecticn of the closed-loop gain and the
compensation capacitance. The best settling time is
observed in low closed-loop gain circuits. A performance
curve shows the settling time to three different error
bands.

Settling time is defined as the total time required, from
the signal input step, for the output to settle to within the
specified error band around the final value. This error
band is expressed as a percentage of the magnitude of the
output transition.

SLEW RATE .- - .

Slew rale is primarifyan oviput, large signal parameter. It
has vinualy no dependence upoh Lhe closed-ioop gain or
the bafidwidth, per se. It is dependent upon
compensation, Decreasing the compensation capacitor
valtie will increase the available slew rate as shown in the
performance curve. Stray capacilances may appear lo the
amplifier as compensation, To avoid limiting the slew
rate perlormance, steay capacitances should be
minimised.

CAPACITIVE LOADS

"The 3554 will drive lasge capawitive loads (up to 1000pF)
when  properly compensated. See the section on
“Compensation,” The effect of a capacitive load is to
decrease the phase margin of the amplifier. With
compensation the amplilier will provide stablc operation
even with lacge capucitive loads,

The 3554 is particularly well suited (or driving 306 lnads
connected via coaxial cables due to ity Z100mMA output
drive capability. The capacitance of the coaxial cabie,
29pF/foot of length for RG-58, docs not load the
amplifier when the coaxial cable or (ransmission line is
terminaled in the characteristic impedance of the
transmission line.

OFFSET VOLTAGE ADJUSTMENT

The offset voltage of the 3554 may be adjusted 10 z¢ro by
connecting a 20k{ linear potentiometer between pins 4
and 8 with the wiper connected to the positive supply. A
small, noninductive potentiometer is recommended. The
Ieads connecting the potentiometer to pins 4 and 8 should
be no longer than 6 inches te avoid stray capacitanceand
stray signal pickup. Stray coupling from the output. pin
1, to pin 4 (negative leedback) or to pin 8 (positive
feedback) should be avoided.

The polentiometer is optional and may be omitted when
the guaranteed offset voltage is considered sufficiently
low for the particular application.

For cach microvolt of offset voltage adjusted, the offsct
voltage temperature drift will change by +£0.004uV[°C.

HEAT SINKING

The 3554 does not require a heat sink for operation in
most environments, The use of a heat sink, however, will
reduce the internal thermal rise and will result in cooler
operating temperatures. At extreme temperature and
under full ioad conditions a heat sink will be necessary as
indicated in the “Maximum Power Dissipation™ curve. A
heat sink with 8 holes for the 8 amplifier pins should be
used. Burr-Brown has heat sinks available in three sizes -
3°C/W,4.2°C/W and 12°C/W. A separate product data
sheet is available upon request.

When heat sinking the 3554, it is recommended that the
heat sink be connected to the amplifier case and the
combination not ¢ d to the ground plane. For a
single-sided printed circuit board, the heat sink may be
mounted between the 3554 and the nonconductive side of
the PC board, and insuiating washers, etc., will not be
required. The addition of a heat sink 10 an already
functional circuit  will probably require slight
compensalion readjustment for optimum performance
due 1o the change in stray capacitances. The added stray
capacitunce from the heat sink Lo each pin will depend on
the thickness xnd type of heat sink used.
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SHORT CIRCUIT PROTECTION

The 3554 is short circuit protected for continuous sutput
shorts to common, Ouiput shoets o cither supply will
destroy the device, even for momentary connections.
Ouiput shorts 10 wither potential sources are not
recommended as they may cause permanent damage.

TESTING

The 3554 may be wested in conventional cperational
amplifier test circuits; however, to realize the full
performance capabilitics of the 3554, the test lixture must
not limit the full dynamic performance capability of the

amplifier. High frequency technigues must be employed.
The most critical dynamic test is [or seitling time. The
1554 Settling Tine Test Circuit Schematic and a test
circuit layout is shown with the “Typical Circuits.” The
input pulse generator must have a Mat topped, fust
settling pulse 1o measure the true settling time of the
amplifier. The layout exemplifies the high [requency
considerations that must be observed. The layout also
may be used as a guide for other test circuits. Good
grounding, truly square drive sigoals, minimum stray
coupling and small physical size are important.

Every 3554 is thoroughly tested prior to shipment
assuring the user that all parameters equal or exceed their
specifications.



APPENDIX 6

Texas Instrument’s SN54L.5297 Digital
Phase-Locked-Loop Filters

+ Digital Dasign Avoids Analog SHSALEZDT . . . J OR W PACKARE
Compaeansation Errors . ammz;:; “ :“:Amaa

» Easily Cascadable for Highst Qrder Loops

* Useful Freguency from DC o
60 MHz Typical {K Clack)
3 MHz Typlcal {I/0 Clock)

deacription

The SNB4LS297 and SN74L5297 devices are denigned
to provide a simple, cost-effective solution to high-
accutacy, dighal, phase-tocked-loop applications. Thess
davicea contain all the necessary circuits, with the ex- .. .FK PACKAGE
caption of the divide-by-N counter, to bulld firat order
phase-locked lobps as describad in Figure 1.

Both exchishve-OR (XORPD) and edge-controlied
{ECPD) phase d are providad for L
tlaxiiliry. w(p

Proper partitioning of the loop funstion, with many of
the buliding blocks external to the package. makes it
esky for the designer to i [ ripple . " or
to cascade to higher order phase-locked loops.

The length of the up/down K countsr s digitalty pro-
grammabis according 1o the K counter function wbie, EESEE‘
With A, B, C, and D il low, tha K counter is dissbiad. ©
With A high and B, C, and D low, the K counter i only
three stages (ong, which widens tha bandwidth or capture range and shartens the lack time of the doop. When A, B, C, and D
are ol programmad high, the K counter becomes seventeen stages long, which narrews the bandwidth or capturs range and
langtheng the lock time. Real-time control of loop bandwidth by manigulating the A through D inputs can maximize the overall
performance of tha digital phass-locked Ioop.

[vce

¢

o

] A2

[ ECPD QUT
[] xoRreD OuT

18 [JECPD OUT
t4 [IXORPD OUT

g 10111213

NC-No internal conneetian

MODULO CONTROLS
0o ¢ 5 A
) A
1ufsfi iz
RCOUNTER ‘4!
CLOGK "oy
DOWN/UP CONYROL MODULO-x
. xcdunTesd '3 COUNTER
: ENABLE - ,
™
r
15! 7
/D GLOGK >'"c“”53;'gfﬁas"!“ ! imaureur
PHASE At e
119 EXCLUSIVE-DR FHASE
BETECTOR OUTPUT
1101
PHASE B
- 4 (12! EDGECONTROLLED PHASE
PHASE Al —————F—fa DETECTOR OUTPUT

FIGURE 1-SIMPLIFIED BLOCK DIAGRAM
Pin numbare shown are for J. N and W pzckages,
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SN64LS297, SN7415297
DIGITAL PHASE-LOCKED-LOOP FILTERS

description (continued)
The ‘L5207 can perform the classic first-order phase-jocked loop function without using analog components, The acourscy
of thw digita phasa-locked loop (DPLLI is ot atfected by Vo and tempersture variations, but depands solely on accuracies
of the K clock, /D clock, and loop propagation delays. The /D clock frequency and the divide-by-N modulos will detgrmine
the camtar frequancy of the DPLL. The cantar frequency is defined by the relationship fg = /D Clock/2N {Hz),

logic diagram (positive logic)

T T R e, L e e . — BT T T T T — e e -
o T - j
Py LU S Y |
ol A 1
Duﬂ————ui ] ¥ w3 12 1 10 9 B 7 4 3 2 |
i 1 ‘E 3_3 3 3 f 2 3 3; [ ] :
- _! O MOOE CONTROLS 122 (1 STAGES NOT ZH0WN} i
WELK 1 1 ————— ey l:—.L v |
o | R’ n T o oh |
WG _.E‘” o T T T Ll 197 L_‘ G 1T '
{ . 1y :

! . oy | vy 1
o "33' Tr T 141 brar | L II
(™ £ i i
]
i
|
4

Fin numbers shown ava for J, N, and W packsges.
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Appendix 6; TI's SN34L5297 Digital Phase-Locked-Loop Filters

SN54L5297, SN741828i
DIGITAL PHASE-LOCKED-LOOP FILTERS

K COUNTER FUNCTION TASLE FUNCTION TARLE
{DIGITAL CONTROL) EXCLUSIVE-OR PHASE DETECTOR
[ [ [] A MODULG (K} a1 [ XORPD OUT
L L L L inhibited L L i
L L L H 2 L H H
L L H L 24 H L H
L L H H 25 H H L
L H L L * FUNCTION TABLE
L H L H 27 EDGE-CONTROLLED PHASE DETECTOR
L H H L 28
L H H H o L] B ECPD OUT
H L L L 210 Hork N H
H L L H an ' Hor L L
H L H L 72 Horl t No change
H L M H 213 t Horl No change
H H L L 714
H H L H 218 H = atandy-smie high lavet
" L = staady-atate low level
H H M - 2% 4 = transitlan from high to low
H H H H 217 = transition fram lew 1o high
schematics of inputs end outputs
EQUIVALENT OF EACH INPUT TYMCAL OF I/ QUTPUT TYPICAL OF
vec - — —_— ECPD AND XORPD DUTPUTSE
— veo —_— Voo
Raq 100 £ NOM 120 2 NeM
INPUT - - J—
OUTPUT _ ouTPUT

AB.C 0,002 Raq= 20 IZNOM
$8: Agq= &kitNOM
Al others: Peg = 10 kIINOM

oparation

The phase detector gensrates an arror sighaf waveform that, at zero phate errar, is 8 BO% duty cvele square wave. At
the fimits of linear operatign, the phase detector output wil) bs gither high or tow all of tha time, depanding on the
direction of the phase error {jn — Poyt). Within thess limits, the phase detector putput varies linesrly with the input
phase error according to the gain kg, which i$ expressed in terms of phase datector output per cycls of phase error.
The phase detector ouiput tan be datined 10 vary betwesn 1 accarding to the relation:

- PD Qutput =

100

% high — % low

- *
The output of ﬂw Phass detector will be K ¢, whers the phase error 6g = din — Pout:

u
’

1)




Appendix 6: TT's SN541.5297 Digital Phase-Locked-Loop Filters 565

SNE;II.SNT. SN74LS287
DIGITAL PRASE-LOCKED-LOOP FILTERS

Exelusive-OR phase d ors {XORPD} snd edoe-controllad phase datsctars {ECPD) ars commeonly used digital types,
The ECPD is more complex than the XORPD lagic function, but ean be described generally as & circuit that changes
states on one of the transitions of its inputy, kg for an XORPD iy 4 hecause its output remains high (PD output = 1}
for a phase errar of 1/4 cycle. SimHarly, kg for the ECPD is 2 since Its output remaina high for 3 phase arror of 1/2
cycie. The type of phate detector will determine the zero-phase-srror point, i.9., the phass saparatign of the phase
detector inputs for ¢g defined 10 be zerc. For the basic DPLL systern of Figure 2, 9 = O whan the phass detector
output is 3 square wave. The XURPD inputs are 1/4 cycle out of phase for zero phass error. Far tha ECPD, ¢g =0
whany the inputs are 1/2 cycle out of phase.

T T T T T ———y

Ll L CARRY !
= DIVIDE-BY-N
P COUNTER BORROW
[ XORPD OUT
1
tine #in L] A :
b |
|
| WO ELK
I F 1o CIRCUIT - ane,
v ouT
| I—___.____...._ — e e e e o e ]
fout. fout - "g‘::;‘:‘;* —t

FIGURE 2—-DPFLL USING EXCLUSIVE-OR PHASE DETECTION
-

Tha phase datector cutput controls tha up/down input to the K counter. The counter is clocked by input frequancy
Mic, which s 3 multiple M of the lcop centar frequency f,. When the K counter racycies up, it gensrates a carry pulss.
Recycling while counting down generates a borrow pulse, if the carry and borrow outputs are conceptually combined
intc one output that Is positive for a carry and negative for a borrow, and if the K counter is considered as a fraquency
divider with the ratio Mfo/K, the output of the K counter will equal the Input freguency mubtiplied by the division
ratio, Thus tha output from the K counter is (kg ¢eMfc)/K.

Tha carry and borrow pulses go to the increment/decrsment (I/D} circuit, which, in the absence of any carry or
borrow pulse, has an output that is 1/2 of the input clock [/D CLK. The input clock is just a multiple, 2N, of the loop
center frequency. In responst to a carry or botrow pulse, the 1/D circuit wilt either add or delate a pulse at 1/D OUT,
Thus the output of the I/D circuit will be Nfg + (kgeeMfc)/2K.
The cutput of the N counter {or the cutput of the phase-locked loap} is thus:

fg = fo + {KdoeMIC)/ZKN

1 this result is compared tS the equation for a first-order analog phase-locked loop, the digital squivalent of the gain
of the VCOQ is Just Mfo/2KN or f/K for M = 2N,

Thus ghet simple first-order phase-iocked loop with an adjustable K counter is the equivalent of an analog phase-locked
lanp with a programmable VCO gain.
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SN54L8297, SN74L5297
DIGITAL PHASE-LOCKED-LOOP FILTERS

e e e —— — - —

- | KeLx CARRY }
° | o DIVIDE-BY-K I
| encTh COUNTER BORROW |
XORPD OUT :
|> i o1 I
] ¢ I
tout, fout ' :
1 1
I >y J D LK |
A2 ECPD VD CIRCUNY <J——stf——{— 2N
fin, in : LT X | :
b _wour [ __________ J
DIVIDE-BY-N
COUNTER

FIGURE 3—DFLL USING BOTH PHASE DETECTORS IN A RIFPLE-CANCELLATION SCHEME

shsolrte maximum rating over operating free-air temperaturs range {unisss otharwise noted)

Supply voltage, Vo (e Note 1) ..., ... ............ P Creeraeeees v
Input voltEDS . .uvvnvvi.s e e B L et it saa et e e et TV
CQperating frae-air tempernture range: SNBALSIOT ., ... . ... ...ttt iiiiiioiiiaeannnan. —65'Ct0 126°C

SN74LS297 ... .. e asiaaaa e reneiriaaaiae 0*Cto 70°C
Storage temperaturerange . ..... .. BN e e e ey et a e —658°Cto 150°C

NOTE 1: Voltage vwiues ars with respact to netwaork ground e minal,

recommemnded operating conditions

SNE4LEZ07 SN74LEZT uNIT
MIN NOM MAX | MIN MO MAX
Veo Supply voltage 45 5 55 | 475 5 825] V
on High-tavel owtput ewrrent 170 OUT 12 —1.2 |_mA
EXOR, ECPD — 400 400 | uA
10 oUT 12 M| ma
oL Lew-leval output currant XOR, ECPD a B[ mA
feock Clock freausncy K Clock 0 ] 0 32 | MHz
1D Cloek 0 18 0 16 | MHe
w Width of clock input pul :';::f;k — ;: ;: :
teu, 10K Setup time 10 K Clook 1 i), ENCTR ETH 30 n
h Hold time from K Cloek £ - /B, ENCTR Q Q o
TA Oparating frae-sic — &8 125 0 0| °c
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SN54LS297, SN74L5297

DIGITAL PHASE-LOCKED-LOOP FILTERS
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electrical characteristics over recommendad operating fres-air tamperatura range (unlass otherwise notad)

SNBALS2Y? SNTALE2E?
PARAMETER \
TEST CONDYYIONS MIN YRR MAX (M Tve:  wax YN
Vi Highdeve! input voltage 2 2 v
Vi Low-lavel input voltege 0.7 08| v
ViK  |nput clamp voltage Voo = MIN, Iy = —18mA —1.6 -16] Vv
v High-heval 1/DQUT Voo = MIN, ViH=2V, [lon=MAX | 24 24
OH outpue voltage | Cthen Vi = Vi mea LOH = MAX | 25 2.7 v
B ouT oL =12 m 826 04 0.28 04
v Low-dwva) Vgg = MIN, Vig > 2V, [loL =24 mA) 0.35 [X] v
oL output voltege Dtners Wy = V) max gL =4 mA 025 04 0.28 04
oL = BmA Q.35 0.6
Input current at
N maximun input Voo =MAX, V=7V a1 1] ma
voltage
) U/D, EN, AL 20 oy
e l""":::mm Y Vo MAX, V=27V 50 0 | 1A
s Al others 20 E
1 -0, -
Low-tevel 1B, EN. 94 Voo =MAX, V=04V 28 98
[FT R . <8 V=04V -1.2 =12 | mA
1nput curren At athers ¢ - 04 —04
Short-cireuit 40 oUT —30 =130 | ~30 130
! = MA.
05 output cursent § [Giners Voo™ MAX 20 166 | 20 =T
Voo = MAX, Al inputs groundsd,
Ige  Sepply current Al ottty open b} 120 T 120 | mA
TRgr conditiond shown 48 MIN or MAX, use the apDrasridis vHue spaclfisd under recommanded operating candlitiona.
$AN 1ypicel values ars of Vo = 6 W, Ty - 26°C.
§ Mot more than ons outeut shauld be shorted ax a time and the dusstion of the shert-circuit should nat excaess ona sasond.
-
switching characteristics, Voc =6V, Ta = 26°C
PARAMETERT FROM {INPUT) TO (OUTMUT) TEST CONDITIONS MIN TYP  MAX | UWNIT
KCLK /D DUT 32 50
feax 1D CLIK /D OUT :L_‘ ﬂ:;' ‘IF. ® 35 Mz
wLn /D CLK + 1D QUT s"-"n ": : 5 28} m
tPH /D CLK 1 1D OUT ° 2 36| ns
@Al or P8 Crbar inpue low XOR DUT 10 15
FLH A or g Crihar input high XOR GUT 7 |
$A1 o B Other input low XOR QUT Ry= Zka 15 -
*PHL @Al or 9B [Gthar input high %OR OUT €L-45pF, 7=
PLH P ECPD OUT See Note 2 20 ab| m
tPHL [yl ECPD OUT 0 0] m

Ytpyjy = propagation delay time, kaw-ta-high-leve] sutout

TPHL = propegation delay time. high-to-low-lvel output

NOTE 2: Losd circuits and voltsge waveforms are shown in Sactian 1.
.
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Motorola MC14046B Phase

Locked Loop

MOTOROLA
SEMICONDUCTOR TECHNICAL DATA

Phase Locked Loop

The MC14046B phase locked loop contains two phase comparators, a
voltage—controlied oscillator (VCO), source follower, and zener diode. The
comparators have two common signal inputs, PCAj, and PCBy,. Input PCAj,
can ba used directly coupled to large voltage signals, or indirectly coupled

{with a series capacitor) to small voltage signals. The self-blas clreuit

adjusts small vollage signals in the linear region of the amplifier. Phase
comparator 1 {an éxclusive OR gate} providas a digital error signal PC1gt.
and maintains 90° phase shift at the center fraquency between PCA;, and
PCBip, signals (both at 50% duty cycle). Phase comparator 2 (with leading
edge sensing logic) provides digital error signals, PC2q)y and LD, and
maintaing a 0° phase shift betwean PCAj, and PCBjq, signals {duty cycle is
immaterial}. The linear VCO produces an output signal VCOgyt whose
frequency is determined by the voltage of input VCOijn and the capacitor and
resistors connected to pins C14, Cig, R1, and R2. Tha source—followsr
output SFgyt with an external resistor is used where the VCOQj,, signal is
needed but no loading can be tolerated. The inhibit input Inh, when high,
disables the VCO and source follower to minimize standby power
censumption. The zener diode can be used to assist in power supply
regulation.

Applications include FM and FSK modulation and demodulation, fre-
quency synthesis and multiplication, frequency discrimination, tone decod-
ing, data synchronization and conditioning, voltage-to-frequency
conversion and metor speed control.
~ Buffered Qutputs Compatible with MHTL and Low—Power TTL
« Diode Protection on All Inputs
s Supply Voftage Range =3.010 18V : ¢
» Pin—for-Pin Replacemneant for CD404588
» Phase Cemparator 1 is an Exclusive Or Gate and is Duty Cycle Limitad
+ Phase Comparator 2 switches on Rising Edges and is not Duty Cycle

Limited L. )

" BLOCK DIAGRAM

Vpp=PIN16
Vgg=FiNG

568

MC14046B

L SUFFIX
CERAMIC
CASE 620

P SUFFIX
PLASTIC
CASE 648

DW SUFFIX
sQic
CASE 751G
ORDERING INFORMATION

MC14XXXBCP Plastic
MC14X0XBCL Caramic
MC14XXXBOW SQIC

Ta =— 5510 1256°C for all packages.

PiN ASSIGNMENT
wi[1e 18 [l Vpp
PClon [] 2 15 [} ZENER
PCBp [ 3 14 [I PCA,
VCOout ] 4 13 [1 PC2gt
INH 5 2R
C1all6 1 [1 At
cigl] 7 10 [ SFout
vgs (] 8 8 [] veoy,
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MAXIMUM RATINGS* (Voltages Referanced to Vgs)

Rating Symbol Valus Unit
OC Supply Voliage Vpp -05+18 Vde
Input Voltags, All Inputs Vin -05tVpp+ 05 | Vdo
DG Input Current, per Pin lin +10 mAdc
Power Dissipation, per Packaget Pp 500 mw
Operaling Temperature Ranga Ta —5510 +125 °C

Storage Temperatura Range Taig - B85t + 150 °C

* Maximum Ralings are those valuas beyond which damage o the devica may occur.

1Temparature Derating:

Plastic *P and D/DW" Packages: — 7.0 mW~C From 65°C To 125°C
Ceramic *L" Packages: — 12 mW/*C From 100°C To 125°C

ELECTRICAL CHARACTERISTICS (Voltages Reterenced to Vgg)

569

Voo -58°C 25°C 125'C
Characteristic Symbel | Véc [ #in | WMax | Min T WMax | WMin | Max | Unit
Quiput Voltage ‘0" Laval VoL 5.0 - 0.08 - ] 0.05 - 0.05 Ve
Vin=Vpp or 0 10 - 005 | — o 0.05 — | o0s
18 — 0.05 — [ 0.05 — .05
“1"Level | Vou 50 4.95 —_ 4,95 5.0 —_ 4,95 — Vde
Vin=00r Vpp 10 9.95 —_ 9.95 10 — 9.95 —
15 14.85 - 14.95 15 — 14.95 —
Input Voltage # “0"Lovel | VL Ve
(Vo = 4.5 or 0.5 Vde) 5.0 — 15 —_ 2.25 1.5 - 15
(Vo =18.00r 1.0 Vdc) 10 — 3.0 - 450 3.0 - 3.0
(Vo = 135 or 1.5 Vidg) 15 — 40 — 6.75 4.0 — 4.0
(Vo=050r45Vde) 1" Level | ViM 5.0 35 — 35 2.75 35 — | Ve
(Vo = 1.0 of 9.0 Vdc) 10 7.0 - 7.0 550 - 7.0 —
(Vo =150 13.5 Vdc) 15 1t _— " 8.25 11 —
Output Drive Current IoH A
{VOoH = 2.5 Vdc) Source 5.0 -12 - -1.0 -17 - -07 -
{VOH = 4.6 vdc) 50 |-025 | — ~02 | =036 — -014 | —
{VoH = 9.5 Vdg) 10 |[-o082| — 0.5 [n -0 - -035 | —
{VOH = 13.5 Vac) 15 -18 — -15 -35 - -1 -
(VoL = 0.4 vdc) sink [ 1oL 5.0 0.64 — 0.51 0.89 — 0.36 — | made
[VQL = 0.5 Vdc) 10 16 - 1.3 225 - 0.9 —
{VoL = 1.5 vdc) 18 42 — 34 8.8 — 24 —
Input Cwirent lins 15 T x0T — [x006001 | 0.4 — [ 10 [ pAde
Input Capaciance Cin — — — — 5.0 75 - — pF
Quisscent Current Ipp 5.0 - 50 — 0.005 §.0 — 150 wAdc
{Per Package) Inh = PCAjn = Vpp, 10 - 10 — 6.010 10 — 300
Zaner = VOO, =0 ¥, PCBin = Vpp 15 - 20 — c.015 20 — 600
arQV, loyg=0pA
Total Supply Currentt Ir 5.0 IT ={1.46 pAHz) 1 + Ipp mAdc
(Inh = *0", fp = 10 kHz, C|_= 50 pF, 10 IT = {2.91 pAKHz) T + Ipp
A1 =1.0MQ A2 = @ Agp =, 15 ; IT = {4.37 pAKHz) f + Ipp
and 50% Duty Cycle)

#Noise immunity specified for worst—case jnput combination.

Noise Margin for both *1* and “0" lavel = 1,0 Vde min & Vpp = 5.0 Vde
2.0 vde min @ Vipp = 10 Vde
2.5 Vdc min @ Vpp = 15 Vde

1To Calculate Total Current in

hy 22 VDD(

1x10-1 vpp? (

s

Ganeral:

21

100

100% Duty Gycla of PCAjn

VGO —1.65 vDD-1.35)3’4
TRz

+16 u(

RgF

VEOy, ~ 1.65

14
+1x10-3(CL + 9) Vpp 1+

R1, A2, RgF In M@, C|_ on VCOgy.

)+ tg  where: ITinuA, Gy inpF, VGO, VDD In Vde, fin kXHz, and
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ELEGTRICAL CHARACTERISTICS* (G| = 50 pF, Ta = 25°C}

Voo Minimum Maximum
Characteristic Symbol Vde Devics Typical Device Unite

Outpit Rise Time e ns
tTLH = (3.0 na/pF) G+ 30 ne 5.0 - 180 350
My ={1.5nspF) Cp +15ns 10 - 20 150
triH = (1.1 na/pF) G + 10 ns 15 - B5 110

Quiput Fall Time tHL ns
tTHL = (1.5 n&/pF) Gy + 25 ns 5.0 — 100 175
THL = (0.75 ns/pF) Ci_+ 125 ne 10 — 50 75
e = (0.55 n&/pF) C_ + 9.5 ns 15 - ar 56

PHASE COMPARATORS 1 and 2
Input Resistance — PCAIn Rin 5.0 10 20 — MG
10¢ 02 0.4 —
15 01 0.2 —
—PCBip Rin 15 150 1500 - Mo

Minimum input Sensitivity Vin 5.0 — 200 300 mvpp
AC Coupled — PCAjp 10 — 400 500
C saries = 1000 pF, f u 50 kHz 15 — 700 1050

DC Coupled — PCA, PCBipy — 5t 15 Sae Noiee Imimunity

VOLTAGE CONTROLLED OSCILLATOR (VCO)

Maximum Frequency fmax 50 0.5 0.7 — MHz
(VCOjn = VDD. C1 = 50 pF 10 10 1.4 —
R1=5.0k and R2 = =) 15 1.4 1.8 -

Tenperatura -— Frequency Stability — 5.0 — 0.12 - %/*C
{2 ==} 10 — ¢.04 —

e 15. — 0.015 —

Linaarity (R2 = o). - [
(VO =25 V£ 0.3V, R1 > 10 k) 50 - 1.0 -
(VOO =50 V£ 25V, R1 > 400 k) 10 — 1.0 -

VCOR =75 V£ 5.0V, R1 2 1000 k() 15 — 1.0 —
Output Duty Cycla — 5t 156 - 50 - %
Input Reslstance — YCOin Rin 15 " 150 1500 — MO
SOURGCE-FOLLOWER

Offsat Voltage - 50 - 1.65 22 v

{VCOj, minus SFoyy, RSF > 500 ki) 10 - 165 22
15 - 1.85 22

Linearity - %

{VCOn =25V 1 0.3V, Agp > 50 kit 5.0 - 0.1 —
(VCO, = 5.0 V£ 2.5V, AgF > 50 k1) 10 — 0.6 -
(VCOjp = 7.5V 2 6.0V, Agp » 50 k) 15 —_ 0.8 —
ZENER DIODE
Zaner Voltage (Iz = 50 pA) vz - 67 70 7.3 v
Dynamic Resistance (Iz = 1.0 mA) Rz - —_ 100 —

" The formula given is for the typical characteristics ondy.
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PHASE COMPARATOR 1
Input Stage
PCA,  PCBR
PCloyt
Input Stage
PCAy  PCBp
3-State
PG2out 0 Output Disconnected 1
LD
{Lock Detsct) 0 ! 0

Rafer to Waveforms in Figura 3.

Figure 1. Phase Comparators State Dlagrams

b

Characteristic Using Phase Comparsior 1 Uning Phase Comparator 2
No signal on input PCA,. VCO in PLL systern adjusts to center VEG In PLL system adjusts to minimum
frequency {fg). Trequency {fmin}.
Phase angle between PCAjL and PGBy, 80 at canter frequency (fg), approaching 0° | Always 0~ in lock {positive rising edgas).
and 18C° at ands of lock range (2 )
Locks on hamonics of center frequency. Yes No
Signal input noisa rejaction. High Low

Lock frequency range (21),

Tha trequency range ¢f the input signal on which the loop will stay locked If it was
initialty in Jock; 2fi, = full VCO frequency range = fmax — imin.

Caphure trequency range {2ic).

The fraquency range of the input signal on which the loop will lock if it was initially
out of lock.

Dapends on low-pass filter charactarisiics
{see Figure 2). frx =

fo=f

Canter fraquency (fp).

The frequency of VCOpyt, whan YCO, = 12 Vpp

VCO output frequancy ().

-

Note: Thege equations ara intanded to be

a design guide. Since calculatéd component
valuss may ba in aror by as much as a
factor of4l, laboratary experimentation may
be required for fixed designs. Part to part
frequency variation with identical passive
components is typicalty less than + 20%.

1

E— (Voo Input = Vgg)
Pig(C1 + 32 pF) o

Tmin

- 1
meax = ——————— +fmin (Voo Input = Vpp)
R1(C4 +32 pF)
Where: 10K =Ry < 1M
MWK=<Rz=1M
100pF = Cy = .01 puF

Figure 2. Design Information
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SFout
VOO,
PCAR 14 EXTERNA
QFREQUENCYF —, | FHASE 120R13) o oo : i
3 ] COMPARATOR [[PCigy iR " @ FREQUENCY NF o

R

___""I L

| EXTERNAL -
|COUNTERr

e ——d

Typical Low—Fass Filters
Typicalty: N

® L i
|NPU-;0—'VWIOOUTPUT INPUT OUTPUT R4 Cz -f_ T
-1 /2 "f'- Fa 100NA
: e (R3 + 3,0000) C2 = {1030 _ Ry Gy
IR
T®

A1=tmax ~fmin

NOTE: Sometimes R3 is split into two saeries resistors sach R3+ 2. A capaciior G is then placed from the midpoint to ground. The value for
Cg shouid ba such that the corner frequency of this network doss not significantly affact wp, In Figura B, the ratio of R3 to Rd sets the

damping, R4 = (0.1)(A3) for optimum results.

LOW-PASS FILTER
Filter A Filter B
Definitions: N = Total division ratic in feadback lcop
K¢ = Vpp/# for Phase Comparator 1 . KHKVCO KeKVCO
Ké = Vp[/d x for Phasa Comparator 2 “n T NRgGz | “n T NGt + Ay
T 2xA
Kvco = Voo '\20\? N, N
21¢f e | S € =05 op (RyCy + )

for a typical design wy, = I (at phase datector input) = Mpkveo KgKvoo'

[ o.707 - 1 - RaCa$ + 1

o) = mges+1 | T = smgg, o +

Waveforms

Phasa Comparator 1 Phase Comparator 2

Voo - VoD
s T [ N [ P[] B I
Vou | Vi
P B N I mm_u L
Ll N B

— VoL

-, v,

VCOi ™™ OH PQWI_J—L“—U: OH
— VoL ) N v

voon T

_I_-'...._

Note: for further information, sea:
* (1) F. Gardnar, “Phase-Lock Techniques”, John Wilsy and Son, New York, 1966.
- {2)-48.'S. Moschytz, "Minlature RC Filters Using Phasa-Locked Loop®, BST., May, 1965.
5 [3) Garth blash, "Phasa—Lock Loop Design Fundamentals’, AN-536, Motorola Inc.
3 (4} A. B. Przedpaisk, "Phass-Locked Loop Design Articles”, AR254, reprintad by Motorola inc.

Flgure 3. Genaral Phase—Locked Loop Connectlons and Waveforms



Automatic Gain Control 198
AGC Model 204
System Components 206
Theory 199

Available Power 77

Barkhausen Criteria 243
Baseband data 524
Bipolar Transistors:
Collector-to-emitter capacitance 145
Collector-to-emitter resistance 17
Collector-to-base capacitance 145
Collector-to-base resistance 17
Transconductance 17
Bipolar Transistor Amplifiers:
Common-base 20
Current gain 21
High frequency response 160
Input impedance 21
Qutput Impedance 22
Voltage gain 21
Common-emitter 18
Current gain 20
High frequency response 156
Input impedance 18
Output Impedance 20 -
Voftage gain 18
Current Gain-Bandwidth Product
147
Emitter-follower 23
Current gain 25
High frequency response 163
Input impedance 24
Output Impedance 25
Voltage gain 24
High frequency model 146
Low-frequency equivalent circuit 16

Short circuit current gain 146
Boltzman's Constant 69
Broadbanding Techniques:

Input Compensation 180

Feedback 182

Current-to voltage 183
Lossless 190
Neutralization 194
Voltage-to-current 187

Cascaded stagis 178
Compandor 523
Complex-frequency 2
Crystals:
Equivalent circuit 361
Motion elements 262
Overtones 261
Series resonant frequency 263
Antiresenant frequency 263

belay:
Envelope 135
Filter 135
Group 135
Phase 135
Demodulator (see detector)
Detector 6, 487
Average Envelope 511
Balanced frequency 518
Diode envelope 512
FM 515, 516
Integrated-circuit 526
Pulse 519
Synchronous 523
Differential Amplifiers
BIT Differential Amplifier 47

Index
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Common input voltage 41 -
Common-mode gain 42

Common-mode frequency response 169

Common-mode rejection ratio 42
Differential gain 41

Differential Gain Frequency Response 160

Differential Input voltage 41

FET Differential Amplifier 43

Non-inverting terminal 41
Dynamic Range 97

Field-Effect Transistors:
Drain-to-source capacitance 148
Dual-gate FET 38
Gate-to-drain capacitance 148
Gate-to-source capacitance 148
JFET 27
MOSFET 27
Transconductance 28

Small-signal low-frequency equivalent

circuit 28 ‘
High frequency model 148
Field-Effect Transistor Amplifiers:
Common-gate 34
Current gain 35
Input impedance 35
Output Impedance 35
Voltage gain 35
Common-source 28
Current gain 30
High frequency 151
Input impedance 30
Output Impedance 30
Voltage gain 29
Source-Follower 31
Current gain 20
Output Impedance 32
Voltage gain 31
Frequency discriminator (see detector)
Frequency Mixers (see Mixers)
Frequency Multiplication 476
Frequency Synthbsizers’? .
Direct 408 -
Directiigital 431
Frequency resolution 433
Phase-locked 411
Switching time 412
Integrated circuit 417
Down conversion 424
Multiple loop 426
Fractional-N 428

Gain Compression 93

1-db compression point 94
Single-tone 94

Harmonic Filtering 133

Image frequency 8

Impedance matching 129

Inductor Q 114

Intercept Point 95

Intermodulation Distortion 93, 452, 496
Ratio 94
Power 95

Minimum Detectable Signal 82
Miller Capacitance 179
Miller Effect 153
Miller’s Theorem 149
Mixers 487
BJT 500
Conversion loss 494
Diode-ring 498
Distortion 496
Double-balanced 492, 504
FET 501
Conversion transconductance 503
Balanced 529
Single-sideband 487
Square-law 499
Switching 488
Two-Dicde 489
Modulation
Amplitnde 506, 524
Modulation factor S06
Angle 4
Digital 4, 520, 524
DPCM 523
Frequency 525
Frequency multiplexing 4
Log-PCM 523
Phase 525
SPSC4
Modulators:
Amplitude 507, 509
Angle 515
Multistage amplifiers 36

Noise 67
Active Device 73
Bandwidth 70
BIT 76
Current source representation 72



Index

Excess Resistor 72
FET 76
Flicker 73
Floor 82
Network 83
Noise Current 83
Noise Voltage 83
Noise Factor 84
Of Resistors in series 71
Pink 73
Random 68
Shot 73
Temperature 81
Thermal 69
Transistor amplifier 74
Noise Figure 80
Noise Factor 77
Antenna 84
Average 79
Of Cascaded Networks 80
Spot 79
NTSC 486

Operational Amplifier-voltage feedback 49
Differential Input Impedance 49
Finite Input Impedance effects 54
Finite output impedance effects 55
Gain-bandwidth product 53
High speed 172
Ideal Inverting 50
Non-ideal Inverting 52
Non-inverting 57
Open-loop gain 49
Slew rate 173

Operational Amplifier-current feedback 175

Circuit model 175
Oscillator:
Amplitude stability 258
Circuit Analysis 248
Clapp-Gouriet 254
Colpitts 249, 283, 293
Common-Base 244
Crystal: o
Paralle]l mode 266
Pulling range 269
Series mode 271
Tuning 274
Delay line 285
FET 283
Frequency stability factor 260
Frequency stability 259
Hartley 249, 283
Impedance Inverting Pierce 273
Integrated Circuit 288

375

NE602, 290

Negative resistance 252

Oscillation requiretnents 242

Phase Noise 439

Phase stability 259

Pierce 249, 256, 284

Relaxation 287

Surface Acoustic wave 285

Self-limiting 258

Turning ratio 9

Voltage Controlled 276, 330
Frequency Deviation 330
Frequency Stability 331
Frequency-voltage characteristics 331
Modulation sensitivity 331
Response 331
Simulation 333
Spectral purity 331

VCXO 277

Nyquist Criteria 241, 258

Phase accumulator 429
Phase Detectors
Comparisons 330
Digital 317, 392
Dual-D 320
Exclusive-OR 317
Flip-flop 318
Mixers 324, 402
Mixing ratio 409
Phase-frequency 322
Sampling 325, 381
Phase Equalizer 137
Phase-locked loop 311
Applications:;
Amplitude Demodulation 342
Angle Modulation 340
Carrier Recovery 344
Frequency Demodulation 341
Phase Shifters 343
Signal Synchronizers 344
Tracking Filters 340
Bandwidth 357, 372
Capture range 312
Digital 346
Including time delay 379
Including sample-and-hold 381
Integrated-circuit 348
Large signal behavior 392
Loop Filters 331, 361
Lead 366
Linear Model 313
Bandwidth control 363
Bandwidth 316



576

First order loop 314
Open-loop crossover frequency 357, 372
Peak value (freq) 357
Phase margin 357
Rise-time 316
Lock range 312
Simulations 332
Stability Analysis 356
Steady-state error analysis 354
Transient performance 382
Type I 356, 359, 384, 389, 396
Stability 359
Transient performance 384
Type I 356, 389
Crossover frequency 375
Phase margin 374
Stability 365
Transient performance 388
Phase Noise:
Oscillator 439
Leeson’s model 443
Phase-locked loop 444
Effects of frequency division and
multiplication 445
Ports: -
Biconjugate 216
Conjugate 216
Power Amplifiers:
Class A 452
Broadband 462
Maximum efficiency 457, 461
Maximum Power Gain 454
Push-pull 459
Quiescent voltage 453
Transformer coupled 457
Class B 463
Efficiency 465
Maximum Dissipation 465
Push-pull 466
Maximum dissipation 468
Voltage gain 464
Class C 469
Design 472, -
Efficiency 471
Clasg B 477
_Efficiency 478, 480
Class E 482
Class S 480
Prescaler 416
Preselector 8
Pulse-width modulators 481
Push-pull Amplifiers 39

Quadrature oscillator 11

Index

Receivers

Digital 11

Direct Conversion 9

Down-conversion §

Integrated-Circuit 11

Modern 9

Receiver selectivity 6

Regenerative 6

Superheterodyne 7

Tuned radio-frequency 6

Up-conversion §

Ziff 10

Resonant Circuits:

Series 103
Bandwidth 108
Damping ratio 105
Overdamped 104
Q107
Reactive voltage 112
Resonant frequency 104, 107
Step response 106
Undamped natural frequency 105
Underdamped 104

Parallel 112
Branch Currents 116
Including Transformers 116
Q113
Resonant frequency 114
Unloaded () 115

Sensitivity 82
Signal-to-noise ratio
SINAD 98

Spurious 490

Thermal Runaway 459
Transfer function

< Zeros 3

Poles 3
Transformer 116

Autotransformer 124
Equivalent turns ratio 126
Step-up 126

Capacitive 127
Turns ratio 128

Coefficient of coupling 118

Doubled tuned 123

Hybrid 213, 218 234
Power transfer 222
Phase distribution 224

Three-winding 213
Asymmetric 218
Non-ideal 224



Index

Transmission line 226
Bandwidth 231
Characteristic Impedance 227
Hybrid 234
Line Phase Constant 227
Maximum available power 229
Power gain 229
Step-up 232

Tuned secondary 120

Turns ratio 118

Transmitters 12

Varicaps 276
Varactor 276
Variable Modulus divider 414

Zero-order data hold 327
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